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FEDERAL AGENCIES’ RELIANCE ON OUT-
DATED AND UNSUPPORTED INFORMATION
TECHNOLOGY: A TICKING TIME BOMB

Wednesday, May 25, 2016

HOUSE OF REPRESENTATIVES,

COMMITTEE ON OVERSIGHT AND GOVERNMENT REFORM,

WASHINGTON, D.C.

The committee met, pursuant to call, at 9:02 a.m., in Room 2154,
Rayburn House Office Building, Hon. Jason Chaffetz [chairman of
the committee] presiding.

Present: Representatives Chaffetz, Mica, Farenthold, Meadows,
Mulvaney, Hurd, Cummings, Lynch, Connolly, Kelly, and Lieu.

Chairman CHAFFETZ. The Committee on Oversight and Govern-
ment Reform will come to order. I appreciate those in attendance
today. We are having a hearing about Federal agencies’ reliance on
gutdgted and unsupported information technology, a ticking time

omb.

The Federal Government is spending more than $80 billion—$80
billion—annually on IT, and it largely doesn’t work. With the ma-
jority of the spending focused on maintaining and operating legacy
systems, this is obviously a major concern for the United States
Congress and the operation of the Federal Government.

Such spending on legacy IT results in higher costs and security
vulnerabilities where old software and operating systems are no
longer supported by vendors. The Federal Government is years
and, in some cases, decades behind the private sector. We cannot
have Federal agencies buying spare parts on eBay for IT systems,
such as the case at the Department of Labor.

The Federal Government also cannot rely on 930 million lines of
code using more than 70 legacy programming languages. This is
the best estimate that we have on the numbers, based on the sur-
veys that we did with the various agencies.

That includes over 155 million lines of COBOL and 135 million
lines of Fortran, coding language that was first used in the 1960s.
In fact, 50 years ago—50 years ago—Dartmouth described Fortran
as “old-fashioned.” So 50 years ago, they thought it was old-fash-
ioned, and it is still in use today.

This does not even include the Departments of Defense or Labor,
because they could not tell us how many lines of code, so you can
imagine at DOD how many millions upon millions of lines of code
that are still out there in those agencies.

Some agencies still use Windows 3.1, which came on the market
in the early 1990s, or Windows XP, which came on the market in
the early 2000s.
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I read a document recently from the Department of Justice, and
it was a WordPerfect document. I love WordPerfect. They are from
Utah, and they still sell that product and update it. They had an
update in the last 60 days. But my guess is if they tried to send
you a WordPerfect document, you might have a difficult time open-

g it.

The Federal CIO Tony Scott is one of our witnesses today. He
has stated the need to update IT legacy systems is a crisis bigger
than Y2K.

I will note, personally, I am so pleased that Mr. Scott has joined
the Federal Government. He has quite a background and reputa-
tion. He is the kind of talent that I think our Federal Government
needs. To have somebody of his caliber helping to tackle these
issues, answering the call to service for our Nation, is really an im-
portant step forward, and I applaud the Obama administration for
encouraging him and getting him to participate here. I think he is
part of the solution and not part of the problem.

Let me give you some examples of our deep concern here.

The Department of Defense Strategic Automated Command and
Control System is 50 years old and runs on a 1970s IBM Series 1
computer that uses an 8-inch floppy disk.

This is an 8-inch floppy disk. It takes 3.2 million of these to
equal one flash drive. So you can go get a flash drive down at Best
Buy or you can get 3.2 million of these to get the same amount of
data stored. And this is still what the Department of Defense is
using.

I want to show a couple pictures here. These are from the bro-
chure. This is what the Department of Defense in many ways is
still using, nice 1970s, first-class brochures there. Those styles,
that is styling. That is literally the kind of technology that we are
using and up against.

DOD is only now, by the end of fiscal year 2017, finally sched-
uled to update parts of this system. It is good, but it is decades
overdue.

The system reminds me, do you remember the movie WarGames,
the WOPR, the War Operations Plan Response, from the 1983
movie? It is still like that, unfortunately.

The IRS Individual Master Files, sometimes called the IMF,
which is the authoritative data source for individual taxpayer infor-
mation, is also more than 50 years old. It is written in low-level
computer code that is difficult to write and maintain.

The IRS has general plans to modernize and has made some
progress, but provided no specific date on which the IMF will be
turned off and the new system turned on. I hope that changes here
today. Goals must have deadlines. Otherwise, they are just dreams,
and we need specifics.

The really scary part about all this is that DOD and the IRS are
not alone among the Federal agencies relying on legacy IT systems
and unsupported software and operating systems.

So how do we fix this situation? How do we protect the Nation
against the vulnerabilities that are inevitably there with such out-
dated technology?

We are going to hear a lot today about a proposal to establish
a $3 billion IT modernization fund to help agencies move off of
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these legacy systems. There are three issues that I would like to
mention proactively about this proposal. I think it is a serious pro-
posal based on a lot of good work done in the private sector.

First, the GAO reported last week, at a joint IT-Government Op-
erations Subcommittees hearing, there are millions of dollars’
worth of savings still on the table from data center consolidation.
To date, agencies have closed more than 3,000 of 10,500 data cen-
ters and achieved $2.8 billion in cost savings. Most of these savings
are attributed to just four agencies, the Department of Commerce,
the Department of Defense, the Department of Homeland Security,
and Treasury. So there is much available in terms of savings still
on the table.

I think I am much more inclined to allow CIOs who are achiev-
ing savings and have the foresight and plan to move forward to use
those savings to upgrade legacy systems rather than simply writing
a blank check for all CIOs, regardless of how well they are cur-
rently managing their resources.

Second, the committee wants to see progress on its FITARA im-
plementation scorecard before giving CIOs additional resources.
Under FITARA, CIOs now have a proper seat at the table.

To the men and women in the CIO positions, they must be quali-
fied, motivated, and empowered to make decisions within their
agencies, and they must be held accountable. The pattern of Fs
moving to Ds, and Ds moving to Cs, and so forth, will go a long
way to convincing the committee that CIOs will appropriately uti-
lize additional resources allocated to modernizing legacy systems.

Third, I note that Mr. Milholland appears today under a sub-
poena. IRS Commissioner John Koskinen declined to allow Mr.
Milholland to testify voluntarily and stated to the committee, and
I quote, this comes from the letter, “Spending time preparing for
a hearing would take Mr. Milholland away from his important role
in leading IT development and operation, and would be disruptive
to the IRS.”

That is wholly and totally unacceptable. This is part of the solu-
tion, not part of the problem, and the accountability before Con-
gress is part of this issue.

Preparing for, testifying at a hearing on IT issues in front of this
committee does not take away from the important role. It is a key
part of your important role.

The committee hopes IRS attitude and position is not widespread
across the Federal Government. It is a change in attitude from the
IRS Commissioner.

The IRS Commissioner insisted that he personally be here to tes-
tify, but we want to have the people who are actually responsible
day-to-day and spend 100 percent of their day working on this
issue. It is very frustrating.

Taxpayers deserve a government that leverages technology to
serve them, rather than one that deploys unsecured, decades-old
technology that places their sensitive and personal information at
risk. We have a long way to go to get from COBOL to the cloud,
but I am committed to helping us get there.

I know other members of the committee are working on this as
well. I want to duly note Ranking Member Cummings, Chairman
Hurd, Ranking Member Kelly, Chairman Meadows, and Ranking
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Member Connolly among those who are spending a significant
amount of time trying to help tackle and solve the problem. I ap-
preciate their insight and their participation.

This is not a partisan issue. We all need to come together on
this, on both sides of the aisle. It is the right thing to do, and it
is a vital part of the infrastructure that we need in order to have
a fully functional government.

So we will have a good hearing today. I appreciate the witnesses
being here.

I will now recognize the ranking member, Mr. Cummings, for his
comments.

Mr. CUMMINGS. Thank you very much, Mr. Chairman.

There has been an increasing number of sophisticated
cyberattacks against Federal agencies like the Office of Personnel
Management as well as private sector companies like Anthem,
Primera, and Sony Pictures. These devastating cyberattacks high-
light the challenges faced by public agencies and the private sector
in keeping their systems secure from determined, sophisticated
cyber spies.

They also highlight the need for strong congressional action to
help agencies strengthen their security and modernize their infor-
mation technology systems.

The problem, however, is that Republicans in Congress have
spent the last several years making massive cuts to Federal agency
budgets, making it harder for these agencies to upgrade their infor-
mation systems, let alone maintain the systems they have.

The Internal Revenue Service is a prime example. Republicans
slashed the IRS budget by almost 17 percent over the past 5 years,
cutting it from $12.2 billion in 2010 to $11.2 billion in 2016. They
cannot pretend that budget cuts of this magnitude have no effect.

Obviously, these massive cuts reduce the amount of funding the
IRS could devote to system upgrades. These cuts also impair the
ability of the IRS to hire and retain staff needed to modernize and
replace outdated information systems.

As a result of these massive cuts, the IRS IT staff has dropped
from 7,385 employees in 2011 to 6,730 employees today.

I completely agree that Federal agencies desperately need to up-
grade their information technology systems. But if we want to talk
about a ticking time bomb, let’s talk about it. The ticking time
bomb here is that Republicans keep slashing agency budgets year
after year, and pretending that these actions have no negative re-
percussions.

Just yesterday, Republicans on the House Appropriations Com-
mittee released their fiscal year 2017 budget. It would slash an-
other $236 million from the IRS budget.

We cannot expect Federal agencies to modernize, replace, and
strengthen their information systems against determined, sophisti-
cated cyber attackers without giving them the resources and tools
they need to do so.

This is why I am proud to cosponsor the Information Technology
Modernization Act that was recently proposed by the Obama ad-
ministration and introduced in the House by my colleague from the
State of Maryland, Congressman Steny Hoyer. Our fellow com-
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mittee members Representatives Connolly, Lieu, Kelly, and
Duckworth are also cosponsoring this bill.

The bill would improve cybersecurity by establishing a dedicated
$3.1 billion information technology modernization fund to help
agencies replace their outdated information systems with more
modern, adaptive, and secure systems. The bill would take some of
the best practices from the private sector by establishing a revolv-
ing loan fund that would be dedicated for the purpose of funding
wholesale upgrades and replacing outdated information technology
infrastructure. The fund would be self-sustaining because agencies
that receive money for modernization projects would be required to
repay it over time.

By doing this, the bill would ensure that the fund can continue
to support modernization projects into the future.

The bill also would create an independent review board with ex-
perts in acquisition and cybersecurity to oversee the fund and re-
view proposals from agencies to upgrade their systems. The board
would provide technical support to agencies in implementing mod-
ernization plans, and it would provide regular monitoring to ensure
that every project that receives funding would be subject to central-
ized oversight and expertise.

As the Government Accountability Office’s newly released report
on Federal agency IT systems found, Federal agencies spend al-
most 75 percent of their budgets on maintaining current computer
systems—75 percent—which leaves little for funding the develop-
ment of more modern but costly technologies that are more secure.

We hope to have the support of our chairman for this landmark
legislation. And the chairman is absolutely right, this is not some-
thing that should be done on a partisan basis. This is, indeed, a
bipartisan problem that must have bipartisan solutions.

So I want to thank you, Mr. Chairman, for calling this important
hearing, and I look forward to the testimony of our witnesses
today. And with that, I yield back.

Chairman CHAFFETZ. I thank the gentleman.

I would like to ask unanimous consent to enter into the record
two documents. The first is a spreadsheet demonstrating that,
since President Obama took office until now, there is $6 billion in
annual funding increases since the President took office. Despite
the comments earlier, there are billions of dollars on an annual
basis more being spent on IT.

I would also ask unanimous consent to enter into the record the
GAO summary of major information technology acquisition failures.
The total about $8 billion, things that have been started and scut-
tled, everything from NOAA to the Department of Defense to Vet-
erans Affairs to Homeland Security. I ask unanimous consent to
enter that into the record as well.

Without objection, so ordered.

Chairman CHAFFETZ. I want to hold the record open for 5 legisla-
tive days for any members who would like to submit a written
statement.

It is now time to recognize our witnesses.

I am pleased to welcome Mr. Dave Powner, director of IT man-
agement issues at the Government Accountability Office. I appre-
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ciate your expertise. You have testified before, and we are glad to
have you here.

Mr. Terry Milholland, chief technology officer at the Internal
Revenue Service at the Department of the Treasury, thanks for
being with us again.

Mr. Terry Halvorsen, chief information officer at the Department
of Defense. Again, we welcome you, Mr. Halvorsen, and your pres-
ence again before this committee.

Ms. Beth Killoran—did I pronounce it properly?

Ms. KiLLORAN. Killoran.

Chairman CHAFFETZ. Killoran. I believe this is your first time
testifying in front of Congress, and we welcome you here today.

She is the acting Deputy Assistant Secretary for information
technology and chief information officer at the Department of
Health and Human Services.

Thank you for being here.

And the Honorable Tony Scott, the Federal chief information offi-
cer at the Office of Management and Budget.

Welcome and thank you all for being here.

Pursuant to committee rules, witnesses are to be sworn before
they testify.

If you will please rise and raise your right hand?

Do you solemnly swear or affirm that the testimony you are
about to give will be the truth, the whole truth, and nothing but
the truth?

Thank you. Let the record reflect that all witnesses answered in
the affirmative.

We would appreciate you limiting your verbal comments to 5
minutes. Your entire written statement will be entered into the
record. We will give you a little latitude, but if it gets to be too
long, we will cut you off, so we can ask some pertinent questions.

But, again, we appreciate you being here.

Mr. Powner, you are now recognized for 5 minutes.

WITNESS STATEMENTS

STATEMENT OF DAVE POWNER

Mr. POWNER. Chairman Chaffetz, Ranking Member Cummings,
members of the committee, thank you for holding this hearing that
highlights a significant issue for our Nation. We have too many old
legacy systems that are not serving citizens well, cost too much to
maintain, are at risk of failing, and pose significant security
vulnerabilities.

This morning, I will summarize some of these systems and why
we got into the situation, the dire security situation these systems
pose, and what needs to occur to fix this issue.

I would like to start by highlighting the fact that the Federal
Government spends roughly 75 percent of its IT dollars on oper-
ations and maintenance and only 25 percent on modernizing or
new development. So last year, roughly $60 billion was spent on
legacy, and $20 billion went to new development. Some of this leg-
acy goes toward duplicative systems and inefficient data centers. In
your committee hearing last week, you administered FITARA im-
plementation grades that directly address this, could move savings
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from the legacy bucket to development, and greatly help the situa-
tion.

At that hearing, Commerce CIO Steve Cooper illustrated this
best when he discussed significant savings resulting from consoli-
dating data centers and how these funds can be moved toward new
modernization efforts.

Within that $60 billion spent are many old legacy systems, some
of which have components over 50 years old. Our report being re-
leased today highlights numerous systems that are still being run
with outdated languages, like Assembly, COBOL, and Fortran;
have old parts that are obsolete and difficult to find; and contain
hardware and software that is no longer supported by vendors.

A key point here is that many of these systems are tied to mis-
sion-critical functions, not just administrative or financial manage-
ment systems, not to downplay the importance of those systems.
But our report highlights these aging systems that process our tax
returns, coordinate operational functions for nuclear forces, deter-
mine Social Security eligibility and amounts. In addition, these
aging systems maintain information on hazardous materials impor-
tant to the Department of Transportation. They also serve as a key
communications hub for our Nation’s weather warnings.

A couple key reasons why we have this situation is CIO tenure
and poor governance over IT spending. The average CIO tenure is
roughly only 2 years, and most CIOs are not tackling these large
modernization efforts that typically involve massive application
and data conversions.

Also, agency IT governance over legacy spending is typically ei-
ther lacking or poor at best. Not only are these old systems difficult
and expensive to maintain because agencies have to rehire retired
programmers or pay a premium to vendors for such services, but
they also pose significant security risks.

Having all this unsupported hardware and software is a recipe
for security breaches. In fact, during our review, we asked for and
took pictures of these older systems, and four agencies told us that
they could not provide us with these pictures because that alone
created significant security concerns.

This is a difficult yet fixable problem. To address this situation,
agencies need to first identify and prioritize their old legacy sys-
tems in need of replacement. Tony Scott’s draft guidance does just
this, and this committee’s inquiries also help agencies to complete
this first step.

Next, agencies need to develop replacement plans with clear
milestones for their replacement efforts. Our report highlights far
too many instances where these plans are not in place.

Finally, these plans need to be implemented effectively by tack-
ling these efforts incrementally and having aggressive governance
that monitors progress that should include clear transparency on
the IT dashboard.

Again, your FITARA implementation grades that stress incre-
mental development and accurate CIO ratings could be extremely
helpful in fixing the government’s aging legacy system problem.

Mr. Chairman, thank you for your leadership on this important
issue, and I look forward to your questions.

[Prepared statement of Mr. Powner follows:]
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INFORMATION TECHNOLOGY

Federal Agencies Need to Address Aging Legacy
Systems

What GAO Found

The federal government spent more than 75 percent of the total amount
budgeted for information technology (IT) for fiscal year 2015 on operations and
maintenance (O&M) investments. Specifically, 5,233 of the government's
approximately 7,000 [T investmeants are spending all of their funds on O&M
activities. Such spending has increased over the past 7 fiscal years, which has
resulted in a $7.3 billion decline from fiscal years 2010 to 2017 in development,
medernization, and enhancement actjvities.

Totat Federal IT Spending by Type {in hillions)

$7.3 billion
® . decline singe

. - R 2010

Pcat pears
[ T —
T omcrations and maitsnarce

Boiwen GAL sy oy A} GAO-EENT

Many IT O8&M investments in GAD's review were identified as maderate to high
rigk by agency ClOs and agencies did not consistently perform required analysis
of these at-risk investments. Until agencies fully review their at-risk investments,
the government's oversight of such investments will be limited and its spending
could be wasteful.

Federal legacy IT investments are bacoming increasingly absolete: many use
outdated software languages and hardware parts that are unsupported.
Agencies reported using several systems that have compaonents that are, in
some cases, at least 50 years old. For example, the Department of Defense uses
8-inch floppy disks in a legacy system that coordinates the operational functions
of the nation’s nuclear forces. In addition, the Department of the Treasury uses
assembly language code—a computer language initially used in the 1850s and
typically tied to the hardware for which it was developed. OMB recently began an
initiative to modernize, retire, and replace the federal government's legacy {T
systems. As part of this, OMB drafted guidance requiring agencies to identify,
prioritize, and plan to modernize legacy systems. However, until this poficy i
finalized and fully executed, the government runs the risk of maintaining systems
that have outlived their effectiveness. The following table provides examples of
legacy systems across the federal government that agencies report are 30 years
or oider and use obsolete software or hardware, and identifies those that do not
have specific plans with time frames to modermize or replace these investments.

Linited States Government Accourtability Office
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Federal Agencies Need fo Address Aging Legacy Systems

=t of Legacy In s and System
investment Agency-  Specific, defined plans for
Agency or system  Description reported age modernization or replacement
Department of Individual The authoritative data source for individual taxpayers ~58 No - The agency has gener
the Treasury  Master File  where accounis are updaied, taxes are assessed, plans to replace this investment,
and refunds are generated. This investment is written but there is no firm date
in assembly language code-—a low-ievel computer associated with the transition.
cade that is difficult to wiite and maintain—and
operates on an [BM mainframe,
Department of Business Retaing ail tax data pertaining to individual business ~58 No - The agency has general
the Treasury  Master File  income taxpayers and reflects a continuously updated plans to update this system, but
and current r d of each taxpayer's account. This there is no time frame
investment is also written in assembly language cods established for this update.
and operates on an 18M mainframe,
Depariment of Strategic Coordinates the operational functions of the United 53 Yes - The agency plans to
Defense Automated  States’ nuclear forces, such as intercontinentat update is data storage solutions,
Command  ballistic missiles, nuclear bombers, and fanker port expansion processms.,
and Conirol  support aircrafts, This system runs on an IBM poriable terminals, and desktop
System Seres/t Computer—a 1970s computing system— terminals by the end of fiscal
and uses 8-inch floppy disks. year 2017,
Department of Personnel Automates time and attendance for employess, 53 Yes - The agency plans to
Veterans and timekeepers, payroll, and supervisors. s wiitten in replace # with a project cafled
Affairs Accounting  Common Business Oriented Language (COBOL)—a uman Resources information
Integrated programming language developed iy the 1850s and System Shared Service Center
Data 1860s-—and runs on {BM mainframes. in 2017
Department of Benafits Tracks claims filed by veterans for benafits. eligibifity, 51 No - The agency has general
Veterans Delivary and dates of death. This system is a suite of COBOL plans to roll capabilities inte
Affairs Network mainframea applications. another system, but RN T
firm Yme fame assodiated with
this transition
Dapartment of Sentry Provides information regarding security and custody 35 Yes - The agency plans to
Justice fevels, inmate program and work assigrimants, an update the systemn through
other pertinent information about the inmate Septermber 2016
population. The system uses COBOL and Java
programming languages.
Social Title 11 Determines retirement benefits eligibiity and 31 Yas - The agency has ongoing
Security Systems amounts. The investment is comprised of 182 modernization efforts, including
Administration subsystems, some of which are written in COBOL. ane that is experiencing cost and

schedule challenges due to the
compiexities of the legacy
software.

Page i

Highlights
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Chairman Chaffetz, Ranking Member Cummings, and Members of the
Committee

Thank you for the opportunity to participate in today’s hearing on the
federal government’s legacy information technology (IT) systems. The
President’s fiscal year 2017 budget request for IT was more than $89
billion, with over 70 percent reportedly for operating and maintaining
existing IT systems. Given the size and magnitude of these investments,
it is important that agencies effectively manage the operations and
maintenance (O&M) of existing investments.

As requested, this statement summarizes our report being released today
that (1) assesses federal agencies’ IT O&M spending, (2) evaluates the
oversight of at-risk legacy investments, and (3) assesses the age and
obsolescence of federal [T."

In that report, our review of O&M spending included the Office of
Management and Budget (OMB) and the 26 agencies that report to
OMB's IT Dashboard.? For specific information on individua! systems or
investments, we focused on the 12 agencies that reported the highest
planned IT spending for fiscal year 2015, given that these agencies make
up over 90 percent of reported federal IT spending.?

'GAO, Information Technology: Federal Agencies Need to Address Aging Legacy
Systems, GAO-16-468 (Washington, D.C.: May 25, 2016).

2in June 2009, OMB established the |T Dashboard, a public website that provides detailed
information on major iT investments at 26 federal agencies. Agencies are {c report, via the
Dashboard, the performance of their IT investments. Currently, the Dashboard publicly
disptays information on the cost, schedule, and performance of over 700 major federat iT
investments at 26 federal agencies. The 26 agencies are the Departments of Agriculture,
Commerce, Defense, Education, Energy, Health and Human Services, Homeland
Security, Housing and Urban Development, the Interior, Justice, Labor, State,
Transportation, the Treasury, and Veterans Affairs; U.S. Army Corps of Engineers,
Environmental Protection Agency, General Services Administration, National Aeronautics
and Space Administration, Nationat Archives and Records Administration, National
Science Foundation, Nuclear Regulatory Commission, Office of Personnet Management,
Small Business Administration, Social Security Administration, and U.S. Agency for
International Development.

These agencies are the Departments of Agriculture, Commerce, Defense, Energy, Health

and Human Services, Homeland Security, Justice, State, Transportation, the Treasury,
Veterans Affairs, and the Social Security Administration.

Page 1 GAD-16-696T
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To assess federal agencies’ IT O&M spending, we reviewed data
reported to OMB as part of the budget process for fiscal years 2010
through 2017. We analyzed that data to determine whether spending had
changed over those years and compared OMB’s associated performance
measure to federal best practices.

We evaluated the extent to which the 12 selected federal agencies are
performing oversight on their existing legacy investments by reviewing
agency IT Dashboard data to identify investments in O&M that had been
designated as being moderate to high risk. We aiso reviewed agency
documentation such as TechStat® documentation and operational
analyses, as available.

To assess the age and obsolescence of federal IT, we reviewed agency
documentation, such as operational analyses and enterprise architecture
documents, and interviewed agency officials. We also requested that the
12 agencies provide a list of their three oldest systems. We compared
OMB and agencies’ current practices with federal guidance to determine
whether OMB and agencies are adequately managing the age and
obsolescence of federal IT.

To assess the reliability of the OMB budget data and IT Dashboard data,
we reviewed related documentation, such as OMB guidance on budget
preparation, capital pianning, and IT Dashboard submissions. in addition,
we corroborated with each agency that the data downloaded were
accurate and reflected the data it had reported to OMB. We determined
that the data were reliable for the purposes of our reporting objectives.

The work upon which this testimony is based was conducted in
accordance with generally accepted government auditing standards.

4Departrnent of the Navy, Office of the Chief information Officer, Guide for Developing and
Using Information Technology (IT} Performance Measurements (Washington, D.C.:
Qctober 2001); and General Services Administration, Office of Governmentwide Policy,
Performance-Based Management: Eight Steps To Develop and Use information
Technology Performance Measures Effectively (Washington, D.C.: 1996).

5(n January 2010, the Federal CO began ieading TechStat sessions—face-to-face
meetings to terminate or turn around {T investments that are failing or are not producing
results. These meetings involve OMB and agency feadership and are intended to increase
accountability and improve performance. OMB also empowered agency CiOs to begin to
hold their own TechStat sessians within their respective agencies by June 2012.

Page 2 GAO-16-696T



13

Those standards require that we plan and perform the audit to obtain
sufficient, appropriate evidence to provide a reasonable basis for our
findings and conclusions based on our audit objectives. We believe that
the evidence obtained provides a reasonable basis for our findings and
conclusions based on our audit objectives. A more detailed description of
the scope and methodology of our work is provided in our report being
issued today.

Background

Over the last three decades, Congress has enacted several laws to assist
agencies and the federat government in managing IT investments. For
example, to assist agencies in managing their investments, Congress
enacted the Clinger-Cohen Act of 1996.% More recently, in December
2014, Congress enacted IT acquisition reform legislation (commonly
referred to as the Federal Information Technology Acquisition Reform Act
or FITARAY that, among other things, requires OMB to develop
standardized performance metrics, including cost savings, and to submit
quarterly reports to Congress on cost savings.

In carrying out its responsibilities, OMB uses several data collection
mechanisms to oversee federal IT spending during the annual budget
formuiation process. Specificaily, OMB requires federal departments and
agencies to provide information related to their Major Business Cases
(previously known as exhibit 300) and IT Portfolio Summary (previously
known as exhibit 53).°

OMB directs agencies to break down IT investment costs into two
categories: (1) O&M and (2) development, modernization, and
enhancement (DME). O&M (also known as steady-state) costs refer to
the expenses required to operate and maintain an iT assetin a
production environment. DME costs refers to those projects and activities
that lead to new IT assets/systems, or change or modify existing IT
assets to substantively improve capability or performance.

840 U.5.C. § 11101, et seq.
7Pub. L. No. 113-291, div, A, title VII, subtitie D ,128 Stat. 3292, 3438-50 (Dec. 19, 2014).

BOME Circutar No. A-1 1, Preparation, Submission, and Execution of the Budget (June 30,
2015).
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In addition, OMB has developed guidance that calls for agencies to
develop an operationa! analysis policy for examining the ongoing
performance of existing legacy IT investments to measure, among other
things, whether the investment is continuing to meet business and
customer needs.®

Nevertheless, federal IT investments have too frequently failed or
incurred cost overruns and schedule slippages while contributing little to
mission-related outcomes. The federal government has spent billions of
dollars on failed and poorly performing IT investments which often
suffered from ineffective management, such as project planning,
requirements definition, and program oversight and governance.®

Accordingly, in February 2015, we introduced a new government-wide
high-risk area, /mproving the Management of IT Acquisitions and
Operations.)! This area highlights several critical IT initiatives underway,
inctuding reviews of troubied projects, an emphasis on incrementat
development, a key transparency website, data center consolidation, andi
the O&M of legacy systems.

To make progress in this area, we identified actions that OMB and the
agencies need to take. These include implementing the recently-enacted
statutory requirements promoting {T acquisition reform, as well as
implementing our previous recommendations. in the last 6 years, we
made approximately 800 recommendations to OMB and muitiple
agencies to improve effective and efficient investment in IT. As of October
2015, about 32 percent of these recommendations had been
imptemented.

SOMB, Preparation, Submission, and Execution of the Budget, Circular No. A-11 (June 30,
2015); OMB Memorandum M-10-27 (June 2010), requires agencies 10 establish a policy
for performing operational analyses on steady-state investments as a part of managing
and monitoring investment baselines, Parts of this guidance do not apply to the
Department of Defense.

1°GAQ, Information Technalogy: OMB and Agencies Need fo More Effectively Impiement
Major Initiatives to Save Billions of Dollars, GAQ-13-796T (Washington, D.C.: July 25,
2013).

1'GAQ, High-Risk Series: An Update, GAO-15-290 (Washington, D.C.: Feb. 11, 2015).
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GAO Has Reported on the
Need to improve
Oversight of Legacy IT

We have previously reported on legacy IT and the need for the federal
government to improve its oversight of such investments. For example, in
October 2012, we reported on agencies’ operational analyses policies
and practices. in particular, we reported that although OMB guidance
called for each agency to develop an operational analysis policy and
perform such analyses annually, the extent to which the selected federal
agencies we reviewed carried out these tasks varied significantly. The
Departments of Defense {Defense), the Treasury (Treasury), and
Veterans Affairs (VA) had not developed a policy or conducted
operational analyses.

As such, we recommended that the agencies develop operational
anatlysis policies, annually perform operational analyses on all
investments, and ensure the assessments include all key factors. Further,
we recommended that OMB revise its guidance to include directing
agencies to post the results of such analyses on the IT Dashboard. OMB
and the five selected agencies agreed with our recommendations and
have efforts planned and underway to address them. In particuiar, OMB
issued guidance in August 2012 directing agencies to report operational
analysis results along with their fiscal year 2014 budget submission
documentation (e.g., exhibit 300) to OMB. Thus far, operational analyses
have not yet been posted on the IT Dashboard.

We further reported in November 2013 that agencies were not conducting
proper analyses. Specifically, we reported™ on IT Q&M investments and
the use of operational analyses at selected agencies and determined that
of the top 10 investments with the largest spending in O&M, only a
Department of Homeland Security (DHS) investment underwent an
operational analysis. DHS's analysis addressed most, but not all, of the
factors that OMB calied for (e.g., comparing current cost and schedule
against original estimates). The remaining agencies did not assess their
investments, which accounted for $7.4 billion in reported O&M spending.
Consequently, we recommended that seven agencies perform

2GAQ, Information Technology: Agencies Need to Strengthen Qversight of Billions of
Dollars in Operations and Maintenance Investments, GAO-13-87 {Washington, D.C.: Oct.
16, 2012).

13GAO, information Technology: Agencies Need to Sirengthen Oversight of Multibiliion

Dollar Investments in Operations and Maintenance, GAQ-14-86 (Washington, D.C.: Nov.
6, 2013).
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operational analyses on their IT O&M investments and that DHS ensure
that its analysis was complete and addressed ait OMB factors. Three of
the agencies agreed with our recommendations; two partially agreed; and
two agencies had no comments.

I
Government-wide

Spending on IT
Operations and
Maintenance Is
Increasing

As discussed in our report, federal agencies reported spending the
maijority of their fiscal year 2015 IT funds on operating and maintaining a
large number of legacy (i.e., steady-state) investments. Of the more than
$80 biltion reportedly spent on federal IT in fiscal year 2015, 26 federal
agencies’® spent about $61 billion on O&M, more than three-quarters of
the total amount spent. Specifically, data from the IT Dashboard shows
that, in 2015, 5,233 of the government’s nearly 7,000 IT investments were
spending all of their funds on O&M activities. This is a little more than
three times the amount spent on DME activities (see figure 1).

*This $80 billion represents what 26 agencies reported to OMB on planned [T spending.
However, this $80 billion figure is understated. This figure does not inciude spending for

Defense classified IT systems; and 58 independent executive branch agencies, including
the Central inteffigence Agency. Additionally, not all executive branch iT investments are
included in this estimate because agencies have differed on what they considered an iT

investment. For example, some have considered research and development systems as
iT investments, while others have not.
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Figure 1: Fiscal Year 2015 Federal Spending on iT Operations and Maintenance and
Development, Medernization, and Enhancement

- Operations and maintenance

Development, modernization, and
enhancement

Source: GAO analysis of Offise of Management sod Budget's information Technology Dashbosrd | GAG-16-996T

According to agency data reported to OMB's IT Dashboard, the 1017
investments spending the most on O&M for fiscal year 2015 total $12.5
biition, 20 percent of the total O&M spending, and range from 84.4 billion
on Department of Health and Human Services' (HHS) Centers for
Medicare and Medicaid Services' Medicaid Management information
System'® to $666.1 million on HHS's Centers for Medicare and Medicaid
Services iT infrastructure investment (see table 1).

ihe District of Columbia, and the 5 U.S. territories each administer a
icaid program. Every state must implement a claims processing and
information retrieval system to support the administration of the program. This investment
represents the federal share of state Medicaid systems’ cost. In technical comments on a
draft of our report, HHS stated that it does not manage any of these IT assets or cantrol
how this money is spent.

Page 7 GAO-16-596T



18

Tabie 1: Ten Largest Expenditures on Operations and Mairtenance Investments in
Fiscal Year 2015, in mitlions

Fiscal year 2015

funds in
Agency invastment miftions
Centers for Medicare and Medicaid
Depariment of Health Services' Medicare Management
and Human Senvices Information System® $4,381.0

Department of Defense

Defense Information Systems Network

Department of Velerans

Affairs Medical T Support $1,234.9
Next Generation Enterprise Network

Department of Defense  Increment 1 $1,087.7

Social Security

Administration infrastructure Operations and Maintenance $B864.0

Department of Veterans
Affairs

Enterprise (T Support

Department of Defense  Network Enterprise Technology Command §767.5
Network Enterprise Center Staff Operations

Deparment of Defense  Costs $752.8
Non-Defense Information Systems Network

Department of Defense  Telecomm 5688.8

Department of Health Centers for Medicare and Medicaid

and Muman Services Services T infrastructure — Ongoing $666.1

$12,474.5

mitlion

Totat

Note.
“This Investment repressnts tha federal share of state Medica

on a draft of our report, the Departm
any of these [T assets or coatrol he

SRR

1 of Heakh and Hur
his money is spent

stated that it does ot manage

Spending on O&M Has
increased over 7 Years

Over the past 7 fiscal years, O&M spending has increased, while the
amount invested in developing new systems has decreasad by about
$7.3 hillion since fiscal year 2010, (See figure 2.)
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Figure 2: Summary of IT Spending by Fiscal Year from 2010 through 2017 {Dollars in Billions}

$7.3 billion

decline since

o =011 it 2013 204 2018 2048 2047
Fincal years

D iration, and

Operations and malptenance

Spurce: SAD anstys of aganay SRs. | BAD-16.808T

Note: According fo DOD officials, the department's fiscal year 2010 T expenditures reported 1o the 1T
ashboard inchsdes both classified and uncl § pending, whereas is fiscal year 2311 te 2017
expenditures only include unclassifisd spending.

Further, agencies have increased the amount of O&M spending relative
to their overall IT spending by 9 percent since 2010, Specifically, in fiscal
year 2010, Q&M spending was 88 percent of the federal T budget, while
in fiscal year 2017, agencies plan to spend 77 percent of their IT funds on
Q&WM. (See figure 3.)
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Figure 3: Percentage of IT Spending on Operations and Maintenance from Fiscal
Year 2010 to Fiscal Year 2017

Spending {in bilions}

807 . s 5816
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" $56.1
$55.0 $330
%
0
o
2010 2031 Wiz 2013 2014 2018 2016 2017
Figcal years

= e Total information lechnology speading
B Tolal operations and maintenance spending
Source: BAO anaysis of agancy data. | GAD-IGER6T

Further, 15 of the 26 agencies have increased their spending on O&M
from fiscal year 2010 to fiscal year 2015, with 10 of these agencies
having over a $100 million increase. The spending changes per agency
range from an approximately $4 bilfion increase (HHS) to a decrease of
$600 million (National Aeronautics and Space Administration).

OME staff in the Office of E-Government and information Technology
have recagnized the upward trend of IT O&M spending and identified
several contributing factors, including {1) the support of O&M activities
requires maintaining legacy hardware, which costs more over time, and
(2) costs are increased in maintaining applications and systems that use
older pragramming languages, since programmers knowledgeable in
these older languages are becoming increasingly rare and thus more
expansive. Further, OMB officials stated that in several situations where
agencies are not sure whether to report costs as O&M or DME, agencies
default to reporting as O&M. According to OMB, agencies tend to
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categorize investments as O&M because they attract less oversight,
require reduced documentation, and have a fower risk of losing funding.

- N
Many O&M
Investments Were at
Risk and Lacked
Proper Oversight

According to OMB guidance, *® the O&M phase is often the longest phase
of an investment and can consume more than 80 percent of the total
lifecycle costs. As such, agencies must actively manage their investment
during this phase. To help them do so, OMB requires that CiOs submit
ratings that reflect the level of risk facing an investment.

In addition, in instances where investments experience problems,
agencies can perform a TechStat, a face-to-face meeting to terminate or
turn around IT investments that are failing or not producing resuits."” in
addition, OMB directs agencies to monitor O&M investments through
operational analyses, which shouid be performed annually and assess
costs, schedules, whether the investment is still meeting customer and
business needs, and investment performance.

Several O&M investments were rated as moderate to high risk in fiscal
year 2015."® Specifically, CiOs from the 12 selected agencies reported
that 23 of their 187 major IT O&M investments were moderate to high risk
as of August 2015. They requested $922.9 million in fiscal year 2016 for
these investments. Of the 23 investments, agencies had plans to replace
or modernize 19 investments. However, the plans for 12 of those were
general or tentative in that the agencies did not provide specificity on time
frames, activities to be performed, or functions to be replaced or
enhanced. Further, agencies did not plan to modernize or replace 4 of the
investments (see tabie 2). The lack of specific plans to modernize or
replace these investments could resuit in wastefut spending on moderate
and high-risk investments.

"OMB, Preparation, Submission, and Execution of the Budget, Circutar No, A-11 (2015),

7OMB, 25 Point Implementation Plan to Reform Federal Information Technology
Management (Washington, D.C.: Dec. 9, 2010).

15Agencies submit ratings on major investments from their CIO, which, according to
OMB's instructions, should reflect the ievel of risk facing an investment relative to that
investment's ability to accomptish its goals. To do so, each agency CIO is to assess his or
her IT investments against a set of six pre-established evaluation factors identified by
OMB and then assign a rating of 1 (high risk and red) to § {low risk and green) based on
the CIO's best judgement of the level of risk facing the investment.
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Table 2: Moderate to High-Risk Operations and Maintenance Investments

Agency investment title {IT portfolio) ClO rating, as of Specific, defined plans for modernization or repiacement
August 2015
Depanment of Resource Ordering and Status System  Moderate Yes - Agency plans to repface the system in 2018
Agricuiture Pubtic Safety Land Mcbife Radio Moderate No - Agency recently began a modernization initiative;
System however, i is not clear when it will be completed.
Forest Service Computer Base Moderate No - Agency has general plans to restructure the
Investment to allow better visibility into the underlying
systems, but has not provided plans for functions to be
replaced or enhanced.
Enterprise Telecommunications Shared High Yes - Agency has several modermization efforts underway,
Services including one to consolidate networks.,
Department of National Oceanic and Atmospheric High Yes - Agency plans to retire the system in fiscal year 2017
Commerce Administration/ National Weather and replace it with a new systern.
Service Telecommunication Gateway
System
Office of Chief information Officer Moderate No - Agency has general plans to update cyber monitoring
Enterprise Cyber Security Monitoring across the agency, but has not provided specific activities
and Operations or timelines associated with this effort.
Department of Contractor Business Financial and Moderate No - Agency has no firm future plans for retirement or
Energy Administrative Systems modernization.
Department of Centers for Medicare and Medicaid Moderate No - The agency has general plans for continuous
Health and Services Medicare Appeals System modernization, as funding altows, but has not provided
Human specific activities or timelines associated with this effort.
Services Trusted Internet Connection investment High? No - Agency has general plans to continually evaiuate the

investment and perform necessary improvements as
needed, but has not provided plans for specific functions
to be replaced or enhanced.

Department of Immigration and Customs Enforcement  Moderate Yes - Agency has specific plans to improve the core
Homeland - Detention and Removal Operations database infrastructure in fiscal year 2016,
Security Modernization
immigration and Customs Enforcement  Moderate Yes - Agency plans to replace its IT equipment that is
- IT infrastructure outdated in 2016.
National Protection and Programs Moderate No - Agency has general plans for minor enhancements,
Directorate - Infrastructure Security but has not provided specific timelines associated with this
Compliance ~ Chemical Security effort.
Assessment Toot
OneNet Moderate No - Agency has general plans for continuous updates to

this investment as user requirements change, but has not
provided specific timelines associated with this effort.

Coast Guard - Vessel Logistics System Moderate No - Agency has plans to decommission one system
within the investment in 2016. The agency has general
plans to replace the full investment in the future with the
Logistics Information Management System, but there is no
firm transition date.

Coast Guard -~ Core Accounting System  Moderate Yes - Agency plans ta retire the system in fiscal year 2018
Suite with a migration to federal shared services.
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Coast Guard - Standard Workstation Moderate No - Agency has general pians, including a migration to

Infrastructure Recapitalization and Windows 10, but did not provide dates on when this would

Sustainment happen.

Customs and Border Protection - Moderate Yes - Agency plans to decommission obsolete equipment

Tacticat Communications Modernization by the end of fiscal year 2017.

Customs and Border Protection - High® No - Agency has no plans for retirement or modernization

integrated Fixed Towers at this time hecause the investment only reached initial
operating capability in October 2015. it plans to reach final
operating capability in fiscal year 2020.

National Protection and Programs Moderate No - Agency has general plans to update the program, but

Directorate ~ Federal Protective Service no firm date associated with the effort.

Tac Com Equipment and Support

Customs and Border Protection - Moderate No - Agency has no plans for replacement or

Tethered Aerostat Radar System maodernization of the investment, but is currently
undergoing an analysis of aiternatives to determine
whether they should modemize or replace the system.

Customs and Border Protection — Moderate No - Agency has no plans for replacement or

TRIRIGA modernization of the investment.

Department of Departmental Offices IT infrastructure  Moderate No - Agency has general pians to update this investment,
the Treasury  Mainframes and Servers Services and but has not provided specific activities or timelines
Support assoclated with this effort.
Departmental Offices IT Infrastructure Moderate No - Agency has general plans to update this investment,

End User Systems and Support

but has not provided specific activities or timelines
associated with this effort.

Source: GAQ analysis of T Dashiboard data, agency documentation, and interviews. | GAQ-16-569T

Note:

*According to agency officials, this investment has since been lowered to moderate risk.

While agencies generally conducted the required operational analyses,
they did not consistently perform TechStat reviews on all of the at-risk
investments. Although not required, agencies had performed TechStats
on only five of the 23 at-risk investments. In addition, operational
analyses were not conducted for four of these investments (see tabie 3).

Table 3: At-Risk investments and Required Analyses and Oversight Activities

Agency Investment TechStat Operational
performed  analysis
performed
Department of Resource Ordering and Status System X X
Agriculture Public Safety Land Mobile Radic System X
Forest Service Computer Base X
Enterprise Telecommunications Shared Services X
Department of National Qceanic and Atmospheric Administration / National Weather Service X X
Commerce Telecommunication Gateway System

Page 13
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Office of Chief Information Officer Enterprise Cyber Security Manitoring and Operations

Department of Contractor Business Financial and Administrative Systems X X
Energy
Department of Centers for Medicare and Medicaid Services Medicare Appeals Systemn X X
Health and -
Human Trusted tnternet Connection lnvestment X
Services
Department of Immigration and Customs Enforcement - Detention and Removal Operations X
Homeland Modernization
Secuity -
immigration and Customs Enforcement - T Infrastructure X
National Protection and Programs Directorate - Infrastructure Security Compliance — X

Chemical Security Assessment Tool

OneNet

Coast Guard - Vessel Logistics System

Coast Guard - Core Accounting System Suite

Ceast Guard - Standard Workstation infrastructure Recapitalization and Sustainment
Customns and Border Protection - Tactical Communications Modernization

XX X XX

Customs and Border Protection - Integrated Fixed Towers

National Protection and Programs Directorate — Federat Protective Service Tac Com X X
Equipment and Support

Customs and Border Protection - Tethered Aerostat Radar System X
Custons and Barder Protection - TRIRIGA X
Department of Departmentat Offices IT Infrastructure Mainframes and Servers Services and Support
the Treasury Departmental Offices iT Infrastructure End User Systems and Support

Source GAD anaiyss of agency documentation. | GAO-16-696T

Agencies provided several reasons for not conducting TechStats and
required assessments. For example, according to agency officials,
several of the investments’ risk levels were reduced to iow or moderately
low risk in the months since the |T Dashboard had been publicly
updated.™ Regarding assessments, one official stated that, in place of
operational analyses, the responsible bureau reviews the status of the
previous month's activities for the development, integration, modification,
and procurement to report issues to management. However, this monthly
process does not include all of the key elements of an operational
analysis. Until agencies ensure that their O&M investments are fully

"8The public portion of the IT Dashboard is not updated during the formulation of
President's Budget.

page 14 GAO-16-696T



25

reviewed, the government's oversight of old and vulnerable investments
will be impaired and the associated spending could be wasteful.

IT Investments Are
Becoming Obsolete
and Agencies Are Not
Required to Identify
Investments That
Need Attention

Legacy IT investments across the federal government are becoming
increasingly obsolete. Specifically, many use outdated languages and old
parts. Numerous old investments are using obsolete programming
languages. Several agencies, such as the Department of Agriculture
(USDA), DHS, HHS, Justice, Treasury, and VA, reported using Common
Business Oriented Language (COBOL)—a programming language
developed in the late 1950s and early 1960s—to program their legacy
systems, It is widely known that agencies need to move to more modern,
maintainable languages, as appropriate and feasible. For example, the
Gartner Group, a leading IT research and advisory company, has
reported that organizations using COBOL should consider replacing the
language and in 2010 noted that there should be a shift in focus to using
more modern languages for new products.?

In addition, some legacy systems may use parts that are obsolete and
more difficult to find. For instance, Defense is still using 8-inch floppy
disks in a legacy system that coordinates the operational functions of the
United States’ nuclear forces.?' (See figure 4.)

DGartner, IT Market Clock far Appfication Development, August 2010.
21!mroduc¢d in the 1970s, the 8-inch floppy disk is a disk-based sterage medium that
holds 80 kilobytes of data. in comparison, a single modern flash drive can contain data
from the equivalent of more than 3.2 million floppy disks.
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Figure 4: Example of an 8-inch Floppy Disk

H
I
i

Source, GAD | GAQ-16.606T

Further, in some cases, the vendors na longer provide support for
hardware or software. creating security vulnerabilities and additional
costs. For example, each of the 12 selected agencies reported using
unsupported operating systems and components in their fiscal year 2014
reports pursuant to the Federal Information Security Management Act of
2002. Commerce, Defense, Treasury, HHS, and VA reported using 1980s
and 1990s Microsoft operating systems that stopped being supported by
the vendor more than a decade ago

Lastly, legacy systems may become increasingly more expensive as
agencies have to deal with the previously mentioned issues and may pay
a premium to hire staff or contractors with the knowledge to maintain
outdated systems. For example, one agency (SSA) reported re-hiring
retired employees to maintain its COBOL systems.
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Tabhtle 4: Ten Oldest IT Investments or Systems as Reported by 12 Selected Agencies

Selected agencies reported that they continue to maintain old
investments in O&M. For example, Treasury reported systems that were

about 56 years old.

Table 4 shows the 10 oldest investments and/or systems, as reported by
selected agencies.?? Agencies reported having plans to modernize or
replace each of these investments and systems. However, the pians for
five of those were general or tentative in that the agencies did not provide
specific time frames, activities to be performed, or functions to be

replaced or enhanced.

Agency investment or Description Agency-  Specific, defined plans for
system reported  modernization or
age replacement
Department of Individual Master  This investment is the authoritative data source for ~ ~56 No - A new investment will
the Treasury  File individuat taxpayer accounts where accounts are eventually replace this
updated, taxes are assessed, and refunds are investment, but there is no
generated during the tax filing period. it is written in firm date associated with the
assembly language code—a fow-level computer transition.
code, initially used in the 1950s, that is difficult to
write and maintain and is typically tied to the
hardware for which it was developed.
Department of Business Master  This investment retains ail tax data pertaining to ~56 No - The agency has general
the Treasury  File individual business income taxpayers and reflects a plans to update this system,
continuousty updated and current record of each but there is no date
taxpayer's account. it is also written in assembly associated with this update.
fanguage code and operates on an IBM mainframe.
Department of Strategic This system coordinates the operational functions of 53 Yes - The agency is planning

Automated
Command and
Control System

Defense

the United States’ nuciear forces, such as
intercontinental ballistic missiles, nuclear bombers,
and tanker support aircrafts. # runs on an {BM
Series/t Computer—a 1970s computing system-—
and uses 8-inch floppy disks.

to update data storage
solutions, port expansion
processors, portable
terminals, and desktop
terminais, which are afl
scheduled to be completed by
the end of fiscal year 2017,

2Not atf agencies track systems and their associated ages in the same manner—some
track individual systems and others track by investment. An investment may be made up
of several systems and infrastructure. in some cases, agencies were unsure of the actual
age of the system or investment and had to approximate the initiation date.
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Department of Personnef and
Veterans Accounting
Affairs Integrated Data

This system automates time and attendance for 53
empioyees, timekeepers, payroll, and supervisors. it

is written in COBOL—a programming language
developed in the 1950s and 1960s—and runs on

IBM mainframes.

Yes - The agency plans to
replace it with a project called
Human Resources information
System Shared Service
Center in 2017.

Department of Compass
Defense

This system is a command and controf system that 52
is used for deliberate and crisis action planning,

strategic mobiiity analysis, and mobilization and
deployment movement execution. it runs on a

Windows 2008 server and is programed in Java—a
programming language first released in 1995 It aiso
uses & 2009 Oracle 11g database.

Yes - The system is currently
using an Oracle 11g
database, but the agency
plans to migrate it a 2012 SQL
server by the end of the year.

Department of Benefits Delivery
Veterans Network
Affairs

This system tracks claims filed by veterans for 51
benefits, eligibifity, and dates of death. it is a suite of
COBOL mainframe applications.

No - The agency has general
plans to roll capabilities into
another system, but there is
no firm date associated with
this transition.

Department of Hazardous

Transportation Materials
{nformation
System at the
Pipetine and
Hazardous
Materials Safety
Administration

This system aflows the agency to maintain ~46
comprehensive information on hazardous materials
incidents. The software applications and processes

used by the system, such as Classic Active Server

Pages and Microsoft NET, have become outdated

and costly to maintain. in addition, the system uses

an application that is no fonger supported by the
manufacturer, which can cause security risks,

among other issues.

Yes - All legacy components
within this system are
scheduled to be repiaced by
2018.

Department of National Oceanic

Commerce and Atmospheric

Administration/

National Weather

Service
Dissemination
Systems

This investment includes three information 46
dissemination systems used to provide the U.S.

public and emergency managers warnings of severe
weather events. it runs a variety of operating

systems and software, including Windows Server

2003, which is no longer supported by the vendor,

and uses a variety of programming languages

inciuding FORTRAN-a high-level pragramming
tanguage developed in the 1950s for scientific and
engineering applications.

No - The agency has general
plans fo continuousty update
system components.

Department of National Oceanic

and Atmospheric
Administration/

Commerce

National Weather
Service / National
Data Buoy Center
Ocean Observing

System of
Systems

This investment supports systems that include 46
meteorological, aceanographic, tsunami, and climate
observing platforms. It runs an both Windows and

Linux operating systems, including Windows Server
2003, which is no fonger supported by the vendor. in
addition, it uses a version of Oracle that is also no

longer fully supported by the vendor. This

investment also uses a variety of programming
languages, including FORTRAN.

No - The agency has general
plans for continuaus
incremental upgrades to this
investment.
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Department of Immigration and  This system is used by the agency to track current 39 Yes - The agency plans to

Homeland Customs
Security Enforcement -

Hiring Tracking

Systems

and prior hiring actions and maintains informatian
about individuals who are selected for vacant
positions. i runs on a 2008 {BM z10 mainframe
using COBOL, among other languages. The web

replace the existing
mainframe with a service-
oriented architecture to aflow
for integration with new

systems beginning in fiscal
year 2016, contingent upon
receiving funding.

component runs on a Windows 2012 server using
Java.

Source: GAO analysis of agency data. | GAO-16-696T
Note: Systems and investments may have selected components newer than the reported age.

Separately, in our related report, we profiled one system or investment
from each of the 12 selected agencies. The selected systems and
investments range from 11 to approximately 56 years old, and serve a
variety of purposes. Of the 12 investments or systems, agencies had
pians to replace or modernize 11 of these. However, the plans for 3 of
those were general or tentative in that the agencies did not provide
specificity on time frames, activities to be performed, or functions to be
repiaced or enhanced. Further, there were no pians to replace or
modernize 1 investment.

Table 5: Summary of investments and Systems Profiled in Related Report

Agency- Specific, defined plans
reported for modernization or
age replacement

investment or
system

Agency Description

DOepartment of  National Weather  This investment is the nation’s hub for the coliection 31 Yes - The agency pians to

Commerce Service

and distribution of weather data and products. The

Telecommunication agency replaced its hardware and software with

retire the system in fiscal
year 2017 and replace it

Gateway Power? IBM servers and Unix operating systems; with a new system.
however, the investment still tacks full backup
capability for 26 percent of its functions.
Department of ~ Strategic This system cocrdinates the operationaf functions of 53 Yes - The agency is
Defense Automated the nation’s nuclear forces. This system is running on planning fo update data

Command and
Controf System

an IBM Series/1 Computer—a 1970s computing
system—and uses 8-inch floppy disks.

storage sofutions, port
expansion processors,
portable terminals, and
desktap terminals by the
end of fiscal year 2017. A
full system replacement is
scheduled to be completed
in fiscal year 2020,
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Department of
Homeland
Security

Core Accounting
System Suite

This investment is the primary financial management
system for the Coast Guard and other Department of
Homeiand Security agencies. The system refies on
outdated and heavily customized Oracle Federal
Financials software that was first available in 2004 and
the extended vendor support for the software ended in
November 2013. As a result it has become expensive
to support. Further, it relies on Windows 2003 sefvers
and any changes would require recoding of many
functions within its suite. in some cases, Coast Guard
is unable to upgrade the system to the newest version
of software because it is dependent on cider versions
of supporting software.

18

Yes - The agency plans to
transition to federal shared
sefvices in fiscal year 2018.

Department of
Transportation

Hazardous Material
Information System

This system maintains and provides access to
comprehensive information on hazardous materiais
incidents, among other things. The software
applications and processes used by the system, such
as Classic Active Server Pages and Microsoft NET,
have become outdated and costly to maintain. in
addition, the system uses an application that is no
longer supported by the manufacturer, which can
cause security risks, among other issues.

Yes - The agency is
developing a new system
to repiace legacy modules
and plans to retire the
legacy modules by the end
of fiscal year 2018,

Department of
Energy

Contractor
Business Financial
and Administrative
Systems

This investment is the business and administrative
systems for a management and operating contractor,
fiquid waste contractor, and the site security contractor
to manage human resources, financial reporting,
supply chain, and project management. i runs on
Windows and Unix sefvers and uses Oracle’s
PeopleSoft applications. The investment has gone
through several updates, with the last including the
retirement of 16 associated legacy applications in
2011,

No - The agency does not
have future pians for
retirement or
modernization.

Department of
Heaith and
Human
Services

Medicare Appeals
System

This systemn facilitates the maintenance and transfer of
case-specific data with regard to Medicare appeals
through muttipie levels of the appeal process. The
system runs on a Solaris 10 operating system and
uses commercial-off-the-shelf systems for case
management and reporting.

No - The agency has
generatl plans to
continuously update the
system.

Department of
Justice

Sentry

This systemn provides information regarding security
and custody levels, inmate program and work
assignments, and other pertinent information about the
inmate population. When the system was first
deployed, it was comprised of approximately 700
program routines written in COBOL and ran on a
mainframe platform. Over the years, the agency has
updated the system to allow for web accessibility.

Yes — The agency plans to
update the user interface
and integrate system data
through September 2016.

Social Security
Administration

Title I Systems

These systems determine retirement benefits eligibility
and amaunts. The investment is comprised of 162
subsystems and some are stifl written in COBOL.

31

Yes - The agency has
ongoing modernization
efforts, including one that is
experiencing cost and
schedule challenges due to
the complexities of the
legacy software.

Page 20

GAD-16-698T



31

Depaniment of
State

Diversity Visa
Information System

This system is an electronic case management system
to track and validate appfication information submitted
by foreign nationals under the Diversity Visa
immigration program. The interface software,
PowerBuilder, is no fonger supported by the vendor.

~26

No - The agency plans to

replace the investment at

an unknown date and has
general plans to upgrade

unsupported software to a
new version, which is also
not supporied.

Department of
the Treasury

individual Master
File

This investment is the authoritative data source for
individual taxpayer accounts where accounts are
updated, taxes are assessed, and refunds are
generated during the tax filing period. This investment
is written in assembly language code—a low-level
computer code that is difficult to write and maintain—
and operates on an IBM mainframe.

No - The agency ptans to
replace the investment at
an unknown date.

Department of
Agricutfure

Resaurce Ordering
and Status System

This investment mobilizes and deploys a muititude of
resources, including qualified individuals, teams,
aircraft, equipment, and supplies to fight wildiand fires
and respond to alf hazard incidents. One of the
applications the system uses is no jonger supported by
the vendor, creating vuinerability issues.

8

Yes - The agency plans to
replace the system in 2018.

Department of
Veterans
Affairs

Personnef and
Accounting
Integrated Data

This system autcmates time and attendance for
employees, timekeepers, payroll, and supervisors.
This system is written in COBOL—a programming
language developed in the 1950s and 1960s—and
runs on {BM mainframes.

53

Yes - The agency plans to
replace most of the
systen’s functionality in
2017.

Source: GAO analysis of agency documentation and inferviews. | GAD-16-696T

Note: Systerns and investments may have components newer than the reported age.

We have previously provided guidance that organizations should
periodically identify, evaluate, and prioritize their investments, including
those that are in O&M; at, near, or exceeding their planned life cycles;
and/or are based on technology that is now obsolete, to determine
whether the investment should be kept as-is, modernized, replaced, or
retired.?® This critical process allows the agency to identify and address
high-cost or low-value investments in need of update, replacement, or

retirement.

Agencies are, in part, maintaining obsolete investments because they are
not required to identify, evaluate, and prioritize their O&M investments to
determine whether they should be kept as-is, modernized, replaced, or

2GA0, Information Technology Investment Management: A Framework for Assessing
and Improving Process Maturity, Version 1.1, GAO-04-394G (Washington, D.C.: March

2004).
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retired. According to OMB staff from the Office of E-Government and
information Technology, OMB has created draft guidance that wili require
agencies to identify and prioritize legacy information systems that are in
need of replacement or modernization. Specifically, the guidance is
intended to develop criteria through which agencies can identify the
highest priority legacy systems, evaluate and prioritize their portfolio of
existing IT systems, and develop modernization plans that will guide
agencies’ efforts to streamline and improve their IT systems. The draft
guidance includes time frames for the efforts regarding developing
criteria, identifying and prioritizing systems, and planning for
modernization. However, OMB did not commit to a firm time frame for
when the policy would be issued. Until this policy is finalized and carried
out, the federal government runs the risk of continuing to maintain
investments that have outlived their effectiveness and are consuming
resources that outweigh their benefits.

Regarding upgrading obsolete investments, in April 2016, the IT
Modernization Act?* was introduced into the U.S. House of
Representatives. If enacted, it would establish a revolving fund of $3
billion that could be used to retire, replace, or upgrade legacy IT systems
to transition to new, more secure, efficient, modern IT systems. it also
would establish processes to evaluate proposals for modernization
submitted by agencies and monitor progress and performance in
executing approved projects.

implementation of Our
Recommendations Should
Allow Federal Agencies to
Better Manage Legacy
Systems and Investments

Our report that is being released today contains 2 recommendations to
OMB and 14 to selected federal agencies. Among other things, we
recommend that the Director of OMB commit to a firm date by which its
draft guidance on legacy systems will be issued, and subsequently direct
agencies to identify legacy systems and/or investments needing to be
modernized or replaced and that the selected agency heads direct their
respective agency CIOs to identify and ptan to modernize or replace
legacy systems as needed and consistent with OMB's draft guidance. If
agencies implement our recommendations, they will be positioned to
better manage legacy systems and investments.

2 nformation Technology Modemization Act, H.R. 4897, 114th Cong. (2016).
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In commenting on a draft of the report, eight agencies {USDA,
Commerce, HHS, DHS, State, Transportation, VA, and SSA) and OMB
agreed with our recommendations. Defense and Energy partially agreed
with our recommendation. Defense stated that it planned to continue to
identify, prioritize, and manage legacy systems, based on existing
department policies and processes, and consistent to the extent
practicable with OMB’s draft guidance. Energy stated that while the
department continues to take steps to modernize its legacy investments
and systems, it could not agree fully with our recommendation because
OMB's guidance is in draft and the department has not had an
opportunity to review it. Defense and Energy's comments are consistent
with the intent of our recommendation. Upon finalization of OMB's
guidance, we encourage both agencies to implement OMB's guidance. in
addition, Justice and the Treasury stated that they had no comment on
their recommendations.

In summary, O&M spending has steadily increased over the past 7 years
and as a result, key agencies are devoting a smailer amount of iT
spending to DME activities. Further, legacy federal IT investments are
becoming obsolete and several aging investments are using unsupported
components, many of which did not have specific plans for modernization
or replacement. This O&M spending has steadily increased and as a
result, key agencies are devoting a smaller amount of IT spending to
DME activities. To its credit, OMB has developed a draft initiative that
calls for agencies to analyze and review O&M investments. However, it
has not finalized its policy. Until it does so, the federal government runs
the risk of continuing to maintain investments that have outlived their
effectiveness and are consuming resources that outweigh their benefits.

Chairman Chaffetz, Ranking Member Cummings, and Members of the
Committee, this completes my prepared statement. | would be pleased to
respond to any guestions that you may have at this time.
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Chairman CHAFFETZ. Thank you. I appreciate it.
Mr. Milholland, you are now recognized for 5 minutes.

STATEMENT OF TERRY MILHOLLAND

Mr. MIiLHOLLAND. Chairman Chaffetz, Ranking Member
Cummings, and members of the committee, thank you for the op-
portunity to testify here today.

The IRS recognizes the need to continue work to modernize our
information technology. We make every effort to stay current and
efficient in our data centers and our processing platforms while re-
maining vigilant about the security of our systems and the tax-
payer data entrusted to us.

We operate a number of legacy systems vital to our tax adminis-
tration mission. Our goal is to retire all of these legacy systems as
quickly as possible. We consider them to be legacy because their
programming languages and data structures were generally de-
signed and built decades ago when computer infrastructure was ex-
tremely expensive and technology capabilities were limited.

Over time, the underlying hardware and operating infrastruc-
tures of the legacy systems have been modernized. Together with
the movement to electronic filing technology, and despite the re-
strictions of the programming language and data structures, this
modernization has made it possible for the IRS to deliver smooth
filing seasons year after year.

To give the committee an idea of what our submission systems
can handle, over this last filing season, we received 4.4 million tax
returns on our peak day. At that peak, our systems accepted more
than 800,000 filings in a single hour, which equates to more than
225 filings per second.

But the main challenge posed by our legacy systems is that their
data structures stored on computer tapes make it very difficult to
use that data in our downstream service and compliance systems
to better serve taxpayers.

So we have been working for many years within the constraints
of our budget to transition our legacy systems’ programming lan-
guages and data structures so that we can make that data more
available for more modern, Web-based applications and data ana-
Iytics that we use in other key mission functions, like enforcement
and compliance.

Our most visible effort in this regard has been the development
of a centralized relational database for all individual taxpayer ac-
counts called the Customer Account Data Engine, CADE2. When
fully implemented, it will replace the legacy Individual Master File,
or IMF, which historically has been the primary data source for in-
dividual taxpayer accounts.

We think that will happen in three major steps, or what we call
transition states. The first step of this transition state in imple-
menting CADE2 was the launch in January 2002 of that relational
database. Up to this point, we had been performing core account
processing on a weekly basis. Launching this phase of CADE2
meant that the IRS can now process updates to accounts on a daily
basis. This has fundamentally changed the way the IRS provides
information and services to taxpayers, and has delivered significant
and lasting benefits to our tax system.
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For example, taxpayers can now receive their refunds faster, and
IRS customer service representatives have much more up-to-date
customer account information.

This, however, is a complex, multistep process, not a single
switch to be thrown. It is not an easily accomplished action because
connections for these legacy systems are intertwined throughout
the IRS for both system and data repositories.

There is a lot more work to be done on CADE2, but the steps we
have taken so far have improved our ability to interact with tax-
payers efficiently and effectively.

I also want to mention that GAO has acknowledged the impor-
tance of the IRS work in this area. In 2013, GAO removed our
business system modernization program from its high-risk list, sin-
gling out delivery of the initial phase of CADEZ2 as the main reason
for determining that business system modernization was no longer
high risk.

I also should point out that all new development work over the
past 7 years has been using state-of-the-art programming lan-
guages and database technologies so that the problems of older leg-
acy systems will not be repeated.

In working to transition our legacy systems to more modern
ones, we have a number of challenges. None is more critical than
the budget situation. IRS funding was cut each year for 5 years
from 2011 to 2015, and our budget is currently about $900 million
below what it was in 2010. Making progress at a faster pace on
transitioning our legacy systems will require significant, sustained,
additional resources in the IT area.

Another way Congress can help is by reauthorizing streamlined
critical pay authority. The loss of this authority has made it very
difficult and time-consuming to recruit and retain employees with
expertise in highly technical areas in IT, such as legacy system
modernization, cybersecurity, architecture, engineering, and oper-
ations.

Chairman Chaffetz, Ranking Member Cummings, and members
of the committee, this concludes my statement, and I am happy to
take your questions.

[Prepared statement of Mr. Milholland follows:]
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INTRODUCTION

Chairman Chaffetz, Ranking Member Cummings, and Members of the
Committee, thank you for the opportunity to appear before you today to discuss
the IRS’s ongoing efforts to modernize our information technology (IT) systems.

Information technology continues to transform the landscape of how the IRS
interacts with its constituencies. The current pace of technological change
exceeds the ability of a large, well-established organization such as the IRS to
embrace all of these transformative technologies. The IRS, however, has found
that effective enterprise IT management consists of thoughtful planning
engineering and delivery, coupled with active and adaptive IT investment
management. We continue to work to stay current and efficient in our data
centers and core processing platforms, while remaining vigilant about the
security of our systems.

Against that backdrop, the IRS continues to operate a number of legacy IT
systems, although it is not our preference to do so, and our ultimate goal is to
retire all of them as quickly as possible. We consider them to be “legacy”
because their programming language and data structures generally were built
decades ago when computer infrastructure, such as computer memory and
storage media, was tape-based, and computational machinery was extremely
expensive. These factors limited system capabilities. Thus, system designers
had to be very creative in how they built and sustained IRS applications to
operate in the early days of computers. At the time these systems were originally
developed, they were constructed around a system that was dependent on the
filing of paper returns. In effect, we automated the processing of paper returns.
This makes it much more difficuit than it should be in today’s environment to
efficiently access the information in the return.

Since our systems were initially developed over 50 years ago, we have upgraded
the underlying hardware and operating systems of these legacy systems, while
the application programming language and data structures have essentially
remained static, although they are well-written and robust. This allows the IRS to
handle annual legislative mandates and run the filing season each year. The
situation is analogous to operating a 1960’s automobile with the original chassis,
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suspension and drive train, but with a more modern engine, satellite radio and a
GPS navigation system. It runs better than the original model but not nearly as
efficiently as a system bought today.

Our ability to effectively manage enterprise IT despite our legacy systems, and
within our limited resources, is evidenced by the fact that the IRS continues to
deliver smooth filing seasons, amid steady growth both in the number of returns
filed and the percentage of electronically filed returns over the past decade.
Return processing goes smoothly even in years where passage of tax legislation
late in a given year requires the IRS to move quickly to update our systems to
accommodate tax changes enacted by Congress. To give the Committee an idea
of what our systems are capable of handling, in the filing season that just
concluded, our systems received 4.4 million tax returns on one of our busiest
days. At the peak, our systems accepted more than 800,000 filings in a single
hour, which equates to more than 225 filings each second.

TRANSITIONING THE IMF TO CADE2

The main challenge posed by our legacy systems is that their data structures do
not allow us to easily use the data in our downstream service and compliance
systems to best serve taxpayers. For that reason, we have been working
diligently for many years, within the constraints of our budget, to make this data
more available, so that we can update and modernize numerous key functions.

In addition to the challenge with data structures, another challenge we face
involves the need to change the core programming language of our processing
systems from a decades-old Assembly language code (ALC) used in the 1950s
and 1960s to a more modernized programming language, such as JAVA. The
IRS faces a significant shortage of programmers who understand very old
programming languages and can maintain mission-critical applications required
to deliver each filing season. Therefore, we are working to ensure that we are no
longer dependent on these old languages to maintain legacy systems and can
use the flexibilities provided by more modern languages. In fact, our IT
engineering function has recently developed an in-house code translation
methodology using automated tools to translate the programming language used
in our legacy tax processing applications into the JAVA language. This is a
technological breakthrough for which the IRS is applying for a U.S. patent.

Our most critical effort with regard to legacy systems to date has been the
development of a centralized relational database for all individual taxpayer
accounts, called the Customer Account Data Engine, or CADE2. When fully
implemented, CADE2 will replace the legacy Individual Master File (IMF), which
historically has been the primary data source for individual taxpayer accounts. in
fact, IMF has the distinction of being the oldest system highlighted in the
Government Accountability Office’s (GAQ) report on legacy IT systems The IRS
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envisions that CADE2 will replace the IMF in three major steps, or transition
states.

The RS took the first step in implementing CADE2 with the launch of Transition
State 1 in January 2012. Up to this point, the IRS had been performing core
account processing on a weekly basis. The launch of CADE2 meant the IRS
successfully migrated to daily processing and posting of individual taxpayer
accounts. This has fundamentally changed the way the IRS provides information
and services to taxpayers, and has delivered significant and lasting benefits to
our tax system. With Transition State 1, CADE2 allowed taxpayers to receive
faster refunds and gave RS assistors quicker updates to account information.
Today, when a taxpayer calls us, the account information available to the
customer service representative is no more than 24 hours old.

Implementation of Transition State 2 of CADE2 will result in a major
reengineering of the IMF. This step will: apply modern programing languages;
establish CADE2 as the authoritative data source for legal and financial
purposes; and implement functionality to address the IRS’s Financial Material
Weakness over unpaid tax assessments for individual taxpayer accounts. The
IRS plans to implement Transition State 2 over the next several years, with the
final release planned for deployment in the 2020 filing season. Upon completion
of Transition State 2, the IRS will begin the third and final step toward replacing
the IMF, which will complete the reengineering of the IMF architecture.

It is important to note that the modernization effort | have just described is a
complex, muitistep process — not a single, easily accomplished action. The steps
we have undertaken thus far have already provided important improvements to
our ability to interact with taxpayers efficiently and effectively.

Another important component of effective IT includes building key management
capabilities. The IRS IT organization has implemented world-class IT processes
for applications development and operations. These processes, known as CMM|
and ITIL, are recognized throughout the IT industry for their efficiency and
effectiveness. The IRS is the only government agency to be at maturity Level 3
for CMM!I and ITIL across the entire IT organization. This is a significant
accomplishment and means that IRS IT is recognized as maintaining a high level
of competency in managing IT development and operations.

In regard to the transition of the IMF to CADEZ2, | would also note that the GAO
has acknowledged the importance of the IRS’s accomplishments in this area. In
2013, the GAO removed the agency’s Business Systems Modernization program
(BSM) from its high-risk list. The BSM program had been on the list since 1995.
In its 2013 report, the GAO mentioned the advances made by the IRS over many
years in addressing weaknesses in IT and financial management capabilities,
and it singled out the successful delivery of the initial phase of CADE2 as the
main reason for its determination that the BSM program was no longer high risk.
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That same year, the Excellence.gov Awards Program sponsored by the
American Council for Technology and the Industry Advisory Council recognized
CADE?2 for Excellence in Enterprise Efficiencies. This awards program honors
government programs and projects that use information technology in innovative
ways to enhance government operations, provide a more open and transparent
government, and deliver important citizen resources.

LOOKING TO THE FUTURE

CADE2 is one component within our broader efforts to upgrade our legacy
systems. Going forward, the IRS is prioritizing the transition of mission-critical
legacy systems to more modern technology in accordance with our Future State
and the IRS Technology Roadmap efforts. Both are the result of an enterprise-
wide effort to determine how the IRS can best use the latest technology to
improve taxpayer service and enforcement efforts.

Our Future State encompasses programs across the IRS and will transform the
IRS to create efficiencies in IRS service efforts and internal operations and to
improve the taxpayer experience. In developing this strategy, the IRS is
considering evolving taxpayer expectations, the increasing risk and complexity of
current processes and supporting technology, available funding, and increased
occurrences of identity theft and fraud.

An important example of this effort in the compliance area has been the
development and phase-in of the Return Review Program (RRP). The RRP is an
integrated and unified system that enhances IRS capabilities to detect and
potentially prevent criminal and civil tax non-compliance. During the 20186 filing
season, RRP overtook the legacy Electronic Fraud Detection System (EFDS) as
the primary system for detecting anomalies in tax returns. RRP selected more
than 600,000 potentially fraudulent returns for which refunds were claimed
totaling more than $4 billion. Continued investment in RRP will allow the IRS to
retire EFDS and address more sophisticated instances of identity theft more
quickly.

The IRS intends to further improve compliance programs through investment in
an Enterprise Case Management (ECM) system, which is intended to modernize,
upgrade, and consolidate more than 60 aging IRS case management systems.
This common case management environment will yield efficiencies by
implementing standard case management functions, providing the ability to
transfer cases between IRS organizations and creating centralized case data
accessibility and usability.

Another initiative that will help the IRS move toward the Future State is the Event
Driven Architecture (EDA) framework, which will process returns in near-real
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time. This will also enable robust online self-service tools, including immediately
notifying taxpayers of errors on a return as soon as it is filed, and allowing
taxpayers to self-correct return errors by logging into an online account.

NEED FOR ADEQUATE RESOURCES AND IT EXPERTISE

The IRS budget situation is the most critical challenge facing IT modernization.
IRS funding was cut each year from 2010 to 2015. These cuts have taken a toll
on taxpayer service, enforcement programs, and IT projects. Although Congress
provided $290 million in additional funding for the agency for Fiscal Year (FY)
2016, which we appreciate, the IRS budget remains about $900 million below
what it was in 2010, not accounting for inflation. We therefore remain under
severe financial constraints. To illustrate the problem in the IT area, in FY 2015
alone, we were forced to delay critical IT investments of more than $200 million,
including investments needed to continue replacing legacy systems.

A related challenge involves the fact that the IRS, during this same period, has
begun to implement a number of significant legislative requirements, nearly all of
which came with no additional funding. Satisfying these requirements has
involved significant IT investments, requiring resources that would otherwise
have gone to IT projects such as our legacy systems transition work.

These requirements include those stemming from: the Affordable Care Act
(ACA); the Foreign Account Tax Compliance Act (FATCA); the Achieving a
Better Life Experience (ABLE) Act, which includes a new certification
requirement for professional employer organizations; and reauthorization of the
Health Coverage Tax Credit (HCTC), among others. Two other legislative
mandates that require additional resources were approved by Congress in
December: a private debt-collection program and a registration requirement for
newly created 501(c)(4) organizations.

While we have made and will continue to make progress in modernizing our IT
systems within the constraints of our budget, making progress at a faster pace
will require providing the IRS with significant additional resources. For example,
the President’s FY 2017 Budget proposes $53.5 million to leverage new
technologies to advance the IRS mission for projects such as CADE2 and
Modernized e-File; $48.5 million to improve taxpayer service, including the online
taxpayer experience; and $90 million to help advance our efforts against identity
theft and reduce improper payments. All of these initiatives include the resources
for the technology improvements needed in these areas.

In addition to adequate funding, the {RS also needs to be able to attract
individuals from the private sector with highly specialized IT skills and expertise,
particularly for our leadership positions in IT, In the past, the IRS has
successfully recruited such individuals using streamlined critical pay authority
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that was enacted in 1998. In fact, the Treasury Inspector General for Tax
Administration (TIGTA) in a 2014 report found that the IRS had appropriately
used this authority, by adequately justifying the positions, demonstrating the
need to recruit or retain exceptionally well-qualified individuals, and adhering to
pay limitations. This authority expired at the end of FY 2013 and has not yet been
renewed.

The loss of streamlined critical pay authority has created major challenges to our
ability to retain employees with the necessary high-caliber expertise in IT and
other specialized areas. In fact, out of the many expert leaders and IT executives
hired under streamlined critical pay authority, there are only nine IT experts
remaining at the IRS, and we anticipate there will be no staff left under this
authority by this time next year. The President’s FY 2017 Budget proposes
reinstating this authority, and | urge the Congress to approve this proposal.

Chairman Chaffetz, Ranking Member Cummings, and Members of the
Committee, this concludes my statement, and | would be happy to take your
questions.
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Chairman CHAFFETZ. Thank you.
Mr. Halvorsen, you are now recognized for 5 minutes.

STATEMENT OF TERRY HALVORSEN

Mr. HALVORSEN. Good morning, Mr. Chairman, Ranking Mem-
ber, and distinguished members of the committee. Thank you for
this opportunity to testify before you on the Department of Defense
legacy information technology spending plans for modernization
and the implications of IT acquisition reform and security.

As the department CIO, I am the principal adviser to the Sec-
retary of Defense for information management, IT, cybersecurity,
communications, positioning, navigation and timing, spectrum
management, and senior leadership and Nuclear Command and
Control and Communications matters. My written testimony pro-
vides more detailed information on these matters, but I want to
highlight some of the department’s activities in this area.

All of the services have modernization plans that align with DOD
and service priorities. The DOD and the services have recognized
some critical areas to which funds have been added for moderniza-
tion. NC3, PNT, the Joint Regional Security Stacks are some exam-
ples. All of the services are committed to moving to Windows 10,
and we are working on moving toward a common private cloud sup-
ported by various hybrid and public clouds.

The department and services are committed to modernization as
it relates to improved cybersecurity. For example, within the serv-
ices, the Army is moving forward with upgrading its camp, post,
station, and base communications IT infrastructure. The Air Force
is implementing Communications Squadron Next. The Navy is
moving forward with shipboard modernization with programs such
as CANES. And the USMC has focused its efforts to modernize IT
at tllile edge by creating a seamless Marine Corps enterprise net-
work.

I believe we are correctly balancing between mission priorities,
legacy systems, and modernization within current budget con-
straints. Today, about 25 percent of our budget goes to moderniza-
tion. That doesn’t mean that we don’t have challenges or that there
are enough resources.

OPTEMPO also has a major impact on IT equipment and mod-
ernization. DOD has been busy, and we continue to have high de-
mand for our services.

Our priority for investments are C2 systems and direct combat
support systems. We aren’t modernizing business systems as fast
as we would like, but we have prioritized DOD resources to ensure
overall mission success.

T{l(f DOD is “Fortune Zero.” It is the largest IT operation in the
world.

I think it is important to note that DOD is not out of balance
with large enterprise IT in the private sector. We are not out of
balance in investment, use of cloud, percentage using older lan-
guages. I think we should note that COBOL runs 70 percent to 80
percent of all business transactions in the world.

IT modernization competes for dollars with other DOD mod-
ernization efforts, like aviation platforms, ship weapons, combat ve-
hicles, et cetera. Again, I think we’ve got the priorities right, given



44

the budget constraints. The budget, however, is constrained, and
that affects all modernization efforts, to include IT.

While I am the CIO, DOD must look at the entirety of the de-
partment’s modernization efforts, not just IT, and prioritize accord-
ingly.

Thank you for the time. I look forward to your questions today.

[Prepared statement of Mr. Halvorsen follows:]
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Introduction
Good moring Mr. Chairman, Ranking Member, and distinguished Members of the

Committee. Thank you for this opportunity to testify before the Committee today on the
Department’s legacy information technology (IT) spending, plans for modernization, and
implications for IT acquisition reform and security. I am Terry Halvorsen, the Department
of Defense (DoD) Chief Information Officer (CI0). As the senior civilian advisor to the
Secretary of Defense for IT, 1 am responsible for all matters relating to the DoD
information enterprise, including cybersecurity and IT modernization for the Department.

DoD has a long history of leaning forward on using and in some cases developing
emerging and new technologies. We are one of the largest procurers of technology in the
world. Our IT portfolio today has a mixture of inhouse-development, recently deployed,
and older systems, and systems that are a mixture of all three.

GAOQ’s report places great emphasis on Development, Modernization, and Enhancement, or
DME, a construct used in budgetary and management reporting to categorize {T resources
according to the life-cycle activities taking place in an IT investment. It is a longstanding
and useful categorization, similar to how funds are categorized in the DoD budget. DME is
one indicator of how well the Department is injecting new technology and systems into its
inventory. DME is an indicator, not a goal. There are limitations to how well this and
other budgetary constructs can be used to assess the technological currency of systems and

portfolios.

Aging systems have risk. So does DME. The Department’s approach is to balance our
capacity to plan, architect, manage, coordinate, contract, build, document, test, train, and
transition new systems into the portfolio with the need to manage, operate, and protect our
installed base. In the last several years, DoD) has modernized, replaced, updated, upgraded,
enhanced, technologicaily “refreshed,” consolidated, and retired hundreds of systems,
whether coded as DME or as more routine technology replacements under “Operations and

Maintenance.”

In the past few years, DoD’s focus has been on foundational changes that position the
Department to move forward in a more enterprise, coordinated, secure and cost effective
environment. These changes include consolidating data centers; making platform,
backbone, and communications improvements; implementing common security constructs
under the Joint Regional Security Stacks; moving to a standard operating systems and a
common platform; rationalizing applications; and continuing the move to cloud

environments.

This will improve the Department’s 1T infrastructure and processes for broad impact, and
position even more systems to come into an enterprise or shared environment, in a more

i
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secure, mission effective and cost efficient way. Optimizing the DoD IT infrastructure in
this way will help us meet the diverse missions of today, and support the strategic
requirements of tomorrow. Supported by JRSS and leveraging the flexibility and
interoperability of cloud computing, the future DoD IT environment will empower the
Department to operate in a modern security environment that is highly connected and
driven by data. We are working closely with our mission partners to make smart choices in
how IT enables execution of the mission in the face of a persistent cyber threat.

DoD is striving to facilitate system improvements while lowering operating risks by
increasing use of enterprise solutions, transforming the DoD IT to a more agile, innovative,
and mobile thin client, cloud-based environment at less cost to the taxpayers. DoD's move
to the enterprise and shared services model will reduce duplication, close performance
gaps, and promote better security among government, industry, and mission partners.
Enterprise solutions also provide current technologies to implement standardization,
common design principles, responsive scalability, and repeatable architectures to foster
more agile and useful planning, decision-making, and IT management.

The Department has some old systems and some cases of obsolete technology. We are
making progress reducing obsolescence. Highlighting the oldest systems in our inventory
does not represent the DoD technology portfolio as a whole. Some systems with older
languages and older technologies exist like those that still use COBOL — the programming
language DoD helped pioneer decades ago. Where it makes sense to re-code or upgrade
those systems, we need to do that — with a priority on those systems with the greatest
potential for cybersecurity vulnerabilities. It is critical that we focus on investing in system
replacements, modernization, or upgrades when there is a clear and compelling operational
need or business case to do so. Not everything old needs to be replaced.

Moving forward, the Department’s [T strategies and policies will continue to evolve,
including those related to the quality and quantity of evaluations to measure the ongoing
effectiveness and technological profiles of the installed baseline of IT systems. As the
DoD Cl10O, my goal is to ensure these strategies and policies are implemented by the DoD
Components, who are ultimately responsible for funding, implementing, operating and
modernizing the Department’s [T systems, and to ensure that DoD IT investments continue
to support mission critical and mission support operations of the Department.

To address obsolete IT investments in need of modernization or replacement, the GAO
recommends that the Department identify and plan to modernize or replace legacy systems
as needed and consistent with OMB’s draft guidance, including timeframes, activities to be
performed, and functions to be replaced or enhanced. The Department is already doing this
using the principles described above, which leverage existing DoD policies and processes,
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Conclusion
DoD recognizes the importance of modernization and the security implications that come

with operating legacy systems. We have more work to do and are not where we want to be
today. We are, however, making the right investments in our legacy systems and balancing
modernization against the sustainment and improvement of systems that are critical to
warfare mission and business mission success. The Department is actively pursuing
modermization while operating within the confines of a constrained budget environment.
We look forward to receiving final guidance from the Office of Management and Budget,
as well as working with Congress on these matters. Thank you for the opportunity to
testify today and 1 look forward to your questions.
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Chairman CHAFFETZ. Thank you.

Ms. Killoran? Did I get it better that time?

Ms. KILLORAN. Yes, thank you. Good morning.

Chairman CHAFFETZ. You are now recognized for 5 minutes.
Thank you.

STATEMENT OF BETH KILLORAN

Ms. KILLORAN. Good morning, Chairman Chaffetz, and Ranking
Member Cummings, and members of the committee. Thank you for
giving me the opportunity to discuss our legacy Federal IT tech-
nology at HHS.

As the chief information officer acting for the Department of
Health and Human Services, my testimony today will describe how
we have been able to decrease some of our end-of-life systems
through both a risk mitigation approach as well as our plans mov-
ing forward.

HHS is the U.S. Government’s principal agency for protecting the
health of all Americans and providing essential human services, es-
pecially for those who are least able to help themselves. Informa-
tion technology is critical to enabling HHS to achieve its mission
by fostering advances in medicine, public health, and social serv-
ices. HHS currently spends approximately $5 billion annually on
our internal IT and over $7 billion in IT grants that are primarily
given to States and local agencies to facilitate our programs.

In managing our IT programs, one of the key risks associated
with operational systems is our ability to secure them. Last year,
HHS did make measurable progress in our increase of Federal In-
formation Security Modernization Act score, or FISMA. But our
work there isn’t done.

HHS is currently working to implement the next phase of Ein-
stein, and we are working to improve our trusted Internet connec-
tion and deploy different tools under DHS’s continuous diagnostics
and mitigation program.

All of this work will not only strengthen our systems, but will
build on HHS Cyber Sprint success that we had and strengthen
our overall cyber infrastructure resiliency.

When our agency decides to replace a legacy system, cloud offer-
ings can help our agency reduce time to develop those products and
services. Cloud solutions have helped already HHS reduce program
risk and development time.

Our most successful cloud implementation to date is our HHS fi-
nancial systems upgrade of our core backbone, which occurred last
year. This ambitious program modernized our IT infrastructure by
using cloud capabilities to improve our systems over all. and
through a shared technology, we were able to add cutting-edge
technology in a shorter period of time.

Given the importance of our IT mission, I worked diligently over
the last year to also improve our IT portfolio review process.
Through this, I have launched a number of initiatives in collabora-
tion with our operating divisions to address the most common sys-
tematic issues, improve transparency, and enhance governance.
Our HHS Federal information technology reform act implementa-
tion plan helps support that path moving forward.
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One initiative that I have done is to enhance our program eval-
uation model to make sure that we are looking at enterprise risk
overall, and implemented changes to how we look at and score our
programs for the IT Federal dashboard last October. This new
model incorporates new risks, operational performance objectives,
and factors both from scoring and risk factors that OMB has estab-
lished in GAO.

This data is used to closely monitor our IT programs and risks,
and identify those that are at risk. And if something is at high risk
for a certain period of time, we do conduct TechStats, of which we
actually conducted 10 within the last year, including both the pro-
grams cited in the recent GAO report.

We will continue to work on mitigating risks as we look at our
legacy systems and work to improve.

By working one-on-one with our program managers, we can in-
crease the probability of success. We have found that investing in
those individuals is critical to our success. We have trained 300
people over the last year, and we have an HHS human capital pilot
to increase our cybersecurity work force and competencies over the
next year.

HHS does spend significantly more on operations, 71 percent,
than on our development at 29 percent. HHS recognizes the need
for greater development spending, but challenges exist.

Some of our challenges include lack of authority, uncertain
grantee systems, the ability to make sure that we are accom-
plishing Federal mandates, the interdependencies of our systems,
and funding by smaller organizations.

As we move forward with some of these capabilities, we will
make sure that we look at our inventory and make sure that our
FITARA plan establishes how we will evaluate those and look at
our modernization moving forward.

One way that we know that we can address a funding challenge
is by Congress passing the IT modernization fund. This model can
help agencies with upgrading their systems, and the business case
we have is our nonrecurring expense fund. This is provided to use
unobligated balances to allow us to make changes to our critical
systems, and we have succeeded in enhancing our DME signifi-
cantly from 2012 and 2013 to current standards.

Simply put, doing nothing is not doing nothing. As systems age,
the risk to security, reliability, and availability have to be ad-
dressed. To reduce exploitation and system vulnerabilities’ associ-
ated risk, we need to look at those systems and make sure that we
are looking at business and security risks to make our priorities.

Thank you for your time, and I will yield to any questions you
might have.

[Prepared statement of Ms. Killoran follows:]



51

TESTIMONY OF
Beth Anne B. Killoran
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House Committee on Oversight and Government Reform
May 25, 2016

Good moming Chairman Chaffetz, Ranking Member Cummings, and Members of the
Committee, thank you for giving me the opportunity to discuss federal information technology
(IT). As the Acting Chief Information Officer (CIO) at the Department of Health and Human
Services (HHS), my testimony will describe how HHS has been able to decrease the use of our
end-of-life systems through a risk mitigation approach as well as discuss plans we have for
remaining systems.

Leveraging IT to Support Mission Qutcomes

HHS is the U.S. government’s principal agency for protecting the health and well-being of all
Americans and providing essential human services, especially for those who are least able to
help themselves. IT is critical to enabling HHS to achieve its mission by fostering advances in
medicine, public health, and social services. HHS spends approximately $5 billion annually to
develop and maintain our IT. HHS has an annual operating budget of over $1 trillion, is
responsible for almost a quarter of all federal outlays, and administers more grant dollars than all
other federal agencies combined, including $7.3 billion in 1T grants to state and local agencies
for the procurement of IT to facilitate HHS programs.

In managing our IT programs, one of the key risks associated with operational systems is the
ability to secure them. On this front, HHS has made measurable progress in improving
cybersecurity. We are constantly making improvements resulting in our Federal Information
Security Modernization Act (FISMA) score being the highest it has been in four years. Last
year, our score improved by 23 percentage points from 35 percent in fiscal year (FY) 2014 to 58
percent in FY 2015.

Our work isn’t done. HHS is continuing to strengthen our cybersecurity efforts. We are
currently deploying the next phase of Einstein tools, defining the next generation of the Trusted
Internet Connection, and deploying security monitoring tools consistent with the Department of
Homeland Security’s Continuous Diagnostics and Mitigation program. All of this work will not
only strengthen our posture, but will build on HHS’s Cyber Sprint by strengthening HHS’s cyber
infrastructure resiliency.

Finally, HHS has established the CyberCARE campaign to ensure HHS users are educated
regarding cyber threats. The program won an annual award from the Federal Information
Security System Educator’s Association (FISSEA) and has been selected as a finalist in the
Community Awareness category by U.S., Government Information Security Leadership Awards
(GISLA). Each of these efforts illustrate that operational systems can provide continued mission
support and functionality, if we continue to ensure they are secure and provide mission value.
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Strategies and Capabilities to Modernize

When it is time to replace a legacy system, cloud capabilities reduce time necessary for
modernizing or enhancing IT systems. By sponsoring cloud technologies through the federal
standardized cloud products sccurity assessment, authorization, and continuous monitoring
process (FedRAMP), HHS works to offer and leverage cloud solutions. Cloud solutions have
helped HHS reduce IT capital expenditures, reduce program risk, and reduce implementation
time. Our most successful cloud implementation to date is development and modemization of
the Department’s financial systems. This ambitious program serves as a model on how to
modernize IT infrastructure, As one of the largest federal financial systems upgrade to date, this
program provides new capabilities across HHS through a shared delivery model utilizing a
cutting-edge technology. In addition, HHS has successfully utilized cloud solutions to establish
a new E-mail-as-a-Service (EaaS) platform, provide solutions to assist HHS in addressing urgent
initiatives such as the Ebola response, and enhance communications through cloud technologies
and business analytics. In each of these examples, cloud computing offerings have enabled HHS
to reduce time to develop new products and services and increase collaborative capabilities.

Improving Our Program Management

Given the importance of IT, I have worked over the last year in my roles within the HHS CIO
organization to improve our review process of our IT portfolios by conducting in-depth reviews
of our own large IT programs. In collaboration with Operating Divisions to develop and
implement a number of initiatives to address the most common systemic issues, we have
improved transparency and enhanced governance.

Part of our FITARA change impacts how the HHS Office of the Chief Information Officer has
evaluated the Department’s major IT investments. Early CIO cvaluations examined project
management practices and operational performance placing an emphasis on timely reporting. I
determined that we needed to enhance our evaluation model to adequately assess potential risks
and dependencies. Implemented in October 2015, the revised risk model incorporates new risk
factors, operational performance metrics, and is scored based on OMRB’s 5-point risk scale.

In addition, HHS closely monitors IT investment risks and quickly identifies mitigation
strategies for reducing risk. If a major system is identified as “High Risk™ for three consecutive
months, then either the HHS or Operating Division Chief Information Officer requires that a
TechStat is conducted. A TechStat is a face-to-face, evidencc-based review of an IT program,
undertaken with agency leadership, powered by the IT Dashboard. HHS has a robust TechStat
program that is valuable for both developmental and operational programs. In FY 2015, HHS
performed eight TechStat reviews of IT investments in the HHS IT Portfolio to reduce the risk

associated with these investments.

TechStats have been performed on both of the programs cited in the GAO legacy systems. In
June 2013, a TechStat was conducted on the first program identified by GAO, the Medicare
Appeals System (MAS). The MAS supports a tracking system for Medicare appeals across all
Medicare programs (fee-for-service, Medicare Advantage, and Part D). The TechStat review
identified additional project management best practices that should be implemented to track
schedule and cost changes. Based on the review, the Centers for Medicare & Medicaid Services
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implemented those recommendations resulting in the program now consistently receiving the
lowest risk rating.

The Trusted Intemet Connection (TIC) went into operations and maintenance in 2015 after we
completed installation on our final three locations. The final phase ensures that all HHS traffic is
routed through centralized access points, increasing visibility of network traffic and reducing
vectors for compromise and attack, To strengthen the program as it continues to make changes,
a TechStat was performed for the Trusted Internet Connection (TIC) in February 2016. That
TechStat identified program practices regarding performance metrics and reporting that needed
to be added to monitor progress. Since the TechStat review, my team has implemented several
initiatives to collect, analyze, and report performance metrics, resulting in reducing the program
risk level. In addition, the TIC has performed a number of modernization activities this year and
more will continue over the next 12-18 months.

Developing Our Staff

As we continue to enhance our risk management practices this year, we will continue to focus on
preventing investments from trending as high-risk by working with project managers to solve
potential problems before they become issues. We work on a one-on-one basis with project
managers in order to ensure that program health is optimized and appropriately represented.
Through our outreach efforts, we have found that investing in our most important resource, our
people, is critical to ensuring the health of our IT portfolio.

We are committed to providing training for our IT program and project managers. To improve
the probability of program success, our training program aligns with the Office of Federal
Procurement Policy’s October 2009 guidelines and standards. HHS provides three levels of
training (entry, mid, and senior level) for IT program and project managers to receive
certification as a Federal Acquisition Certification program professional. HHS has trained close
to 300 IT program and project managers since November 2015. This was accomplished through
a combination of classroom and virtual project managers collaboration network where practicing
can collaborate, discuss best practices, share innovative ideas and learn from each other. In
addition, HHS has sponsored an agency Annual IT Project Manager Summit for the last three
years where the entire HHS IT community comes together to strategize, share insights on
improvement strategies that are working well, not only at HHS but the federal government, and
to participate in training.

Beyond development, HHS is working to attract new IT staff to critically immportant positions for
our long-term success. Over the past two years, we developed the HHS IT Human Capital
Strategy pilot for Cybersecurity, an approach that outlines IT career paths and enables us to
establish a professional continuum that defines competencies employees need to advance their
career. We are currently working to expand this program to other IT professions. Partnering
with the Office of the Chief Human Capital Office, we are working to identify new methods for
recruiting critical IT positions through direct hire, internships, Schedule A, and targeted
recruiting through universities and professional organizations by marketing our Department’s
mission to draw professionals to a career at HHS,
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Making the Case for Change

Like other federal agencics, HHS spends significantly more on operations and maintenance than
on DME. HHS recognizes the need for greater development spending, and modernizing or
replacing unsupported technology, but challenges to this practice exist. Some of our specific
challenges include lack of ciear authority to require grantees to replace or modemize their
systems, DME funding used for new mandates, and interdependencies of systems or software
that prohibits changes. To make the case for funding, agencies must first identify which IT
investments qualify as legacy, and then prioritize programs. For example, HHS would not
consider an IT system that entered operations and maintenance last year, such as the TIC nor
would a decade old system with underlying technology still supported by the manufacturer
(MAS) be considered legacy. Once a program has been identified as needing replacement,
agencies will need adequate funding to make legacy system changes.

One way to address the Government funding challenge is by Congress passing the
Administration’s proposed $3.1 billion IT Modernization Fund (H.R. 4897). The IT
Modernization Fund would serve as a mechanism for agencies to upgrade legacy IT to more
modern, cloud-based systems. To ensure agencies are modernizing the most critical systems, the
legislation would establish a board of experts to help prioritize high-risk federal systems for
replacement. The board would also look for multiple legacy systems that could be replaced with
a few common platforms.

Congress established the Nonrecurring Expense Fund (NEF) at HHS, which permits HHS to
procure capital acquisitions including IT and facilities infrastructure necessary for operation of
the Department. These funds provide vital support to HHS. This funding has supported a
number of critical IT system modemizations. For example, in FY 2014, HHS allocated NEF
funds to invest in an electronic case processing system for the Office of Medicare Hearings and
Appeals, modernization of the Resource and Patient Management System in the Indian Health
Service, and the Centers for Disease Control and Prevention performed IT infrastructure
enhancements to public health programs. Since the NEF was established, HHS has used this
resource to provide support to critical Department-wide cybersecurity efforts, including activities
to address emerging issues, which were then able to be urgently addressed. The NEF helps HHS
meet both long-term IT procurement needs and address the needs of a rapidly changing
cybersecurity environment, but could additionally benefit from ITMF. Without these types of
funds, HHS would struggle to make necessary modernizations to keep our IT systems current
and secure.

The NEF also enabled the successful financial systems modermnization effort I mentioned at the
outset of my comments today. The NEF is an important funding source for large-scale projects
to modernize systems, improve the underlying infrastructure, and leverage new technology.
These are the types of projects that can drive transformational change, improve mission delivery,
effectiveness, and efficiency. More importantly, these are the types of projects that address the
risks associated with operating on outdated and unsupported platforms.

Simply put, the cost of doing nothing is not nothing. As systems age, the risks to security,
reliability, and availability are very real — increasingly so these days, as attempts to exploit
system vulnerabilities become more sophisticated. FHS’s financial systems and other IT
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systems have benefitted from NEF funds. Given the scale of HHS’s operations and the scope of
its programs, the implications of a system breach or failure represent risks that are difficult to

quantify.

Understandably, HHS's front-line programs receive much visibility— these are important
programs, after all they touch and improve the lives and well-being of countless Americans. Itis
imperative to recognize, however, that these programs cease to operate effectively and efficiently
without a secure and reliable IT infrastructure supporting them. The NEF and the ability to use
those funds effectively, addressing the Department’s most pressing business needs, supports the
sustainability of HHS’s IT environment and HHS's mission. I thank you for your continued
support and authorization of these essential dollars.

Conclusion

HHS recognizes that IT investment planning and management is a dynamic and fluid process
that occurs at multiple levels. IT investments must be selected with involvement of key
stakeholders and with the understanding of mission risk. Once selected, IT investments must be
continually monitored and evaluated to ensure that each approved IT investment effectively and
efficiently supports the agency mission.

The federal government, through adoption of the IT Modemization Fund, has the ability to make
meaningful changes to IT legacy systems and measurably improve the mission and business
effectiveness of the federal government. My comments today have highlighted this impact at
HHS - from developing a strategic approach to comprehensively modernizing HHS’s IT
portfolio, to managing these large, complex initiatives and being effective stewards of the funds
entrusted to the Department, to enabling improved mission delivery supported by a secure,
reliable, and high-performing [T environment. It is a track record I hope to build on, working
with you and your Congressional colleagues on future endeavors. Thank you for the opportunity
to speak with you today and I look forward to answering your questions.
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First, a board of experts, acting independently of any one agency and utilizing an objective,
rules-based methodology, will identify the highest-priority projects across the Government,
ensuring that the Federal Government's most pressing and highest-risk systems are targeted for
replacement. In addition, the board will identify opportunities to attain economies of scale in IT
infrastructure by replacing multiple legacy systems with a smaller number of common platforms,
facilitating a Government-wide transition to common platforms and re-engineered business
practices.

Second, the ITMF will require agencies to pay back the fund over time. Doing so will ensure that
the ITMF is self-sustaining and can continue to support modernization projects well beyond the
initial infusion of capital. We estimate that the $3.1 billion in one-time seed funding could
address at least $12 billion in modernization projects over the first 10 years and will continue to
remain available into the future.

Third, experts in IT acquisition and development will provide integrated modernization expertise
to agencies that need it to implement their modernization plans. Further, we will maintain a
public dashboard listing every ITMF-funded project, including a description of the project, key
milestones, and financial expenditure data. As a result, every project that receives funding will
benefit from centralized oversight and expertise, increasing the probability of success.

Fourth, the ITMF will have the ability to provide funding in smaller increments tied to real-world
delivery of working produets versus one annual appropriation. This approach ensures that
agencies employ agile development techniques and that funds support successful projects.

Finally, by requiring agencies to apply and compete for incremental funding, the ITMF will
provide strong incentives for agency leadership to develop and implement comprehensive, high-
quality, and cost-effective modemization plans.

Conclusion

Ultimately, retiring or modemizing vulnerable and inefficient legacy IT systems will not only
make us more secure, it will also save money. As a means of addressing these pressing
challenges, the ITMF is a crucial step in changing the way the Federal Government manages its
IT portfolio. In short, the ITMF will enhance agencies' ability to protect sensitive data, reduce
costs, and deliver world-class services to the public.

1 thank the Committee for holding this hearing, and for your commitment to addressing the
challenges associated with legacy IT. We look forward to working with Congress on this critical
initiative. ] am pleased to answer any questions you may have.
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Chairman CHAFFETZ. Thank you.
Mr. Scott, you are now recognized for 5 minutes.

STATEMENT OF TONY SCOTT

Mr. Scorr. Thank you, Chairman Chaffetz, Ranking Member
Cummings, members of the committee. I appreciate the invitation
to appear before you today.

As has been noted, Federal agencies spend nearly three-quarters
of their IT budgets maintaining legacy systems. They are particu-
larly vulnerable to malicious cyber activity, and they are often un-
able to utilize current cybersecurity best practices, such as data
encryption, multifactor authentication, and other techniques.

But in addition to posing security vulnerabilities, these systems
are often very inefficient and subject to rising costs over time, and
the inability to meet mission requirements. To address these chal-
lenges, the administration has proposed the creation of an informa-
tion technology modernization fund to facilitate the transition of
Federal systems to more secure, cost-effective, and more modern in-
frastructure, such as cloud platforms.

The ITMF would address these challenges associated with legacy
IT by better aligning with the following private sector best prac-
tices.

First, a board of experts acting independently of any one agency
will review agency proposals and select the highest priority projects
across the government, ensuring that the Federal Government’s
most pressing and highest risk systems are targeted for replace-
ment.

Second, the ITMF will require agencies to pay back the funds as
projects complete. Doing so will ensure that projects receive signifi-
cant buy-in and attention from agency leadership, and that, over
time, the ITMF is self-sustaining and continues to support future
modernization projects. We estimate that the $3.1 billion in one-
time seed funding could address at least $12 billion in moderniza-
tion projects over the first 10 years and would continue to remain
available in the future.

Third, experts in IT acquisition and development will provide ex-
pertise to agencies in implementing their modernization plans. To
increase the probability of success, every project that receives fund-
ing will have access to centralized expertise, including a public-fac-
iing dashboard that tracks key milestones and financial expenditure

ata.

Fourth, the ITMF will have the ability to provide funding in
smaller increments tied to real-world delivery of working products.
This agile approach ensures that agencies employ modern develop-
ment techniques and that these funds support successful projects.

Finally, by requiring agencies to apply and compete for incre-
mental funding, the ITMF will provide strong incentives for agency
leadership to develop and implement comprehensive, high-quality,
and cost-effective modernization plans.

Retiring or modernizing vulnerable and inefficient legacy IT sys-
tems will not only make the government more secure, it will also
save us money. As a means of acting on this necessary next step,
we look forward to working with Congress on enacting the ITMF,
which will enhance agencies’ ability to protect sensitive data, re-
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duce costs, and deliver world-class digital services to the American
people.

I thank the committee for holding this hearing, and I would be
pleased to answer any questions that you might have.

[Prepared statement of Mr. Scott follows:]
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Chairman Chaffetz, Ranking Member Cummings, and Members of the Committee, I appreciate
the invitation to appear before you today to speak about the challenges posed by antiquated
technologies and the opportunities to improve cybersecurity and achieve cost-savings presented
by transitioning to more secure, efficient, and modern IT systems.

Challenges Associated with Legacy IT

Currently, civilian agencies spend nearly three-quarters of their IT budgets maintaining "lcgacy”
IT systems. These systems often pose significant security risks, such as the inability to utilize
current security best practices, including data encryption and muiti-factor authentication, which
make them particularly vulnerable to malicious cyber activity. These systems may also pose
operational risks, such as rising costs and inability to meet mission requirements. Absent timely
action, the cost to operate and maintain legacy systcms, as well as security vulnerabilities and
other risks, will continue to grow.

What the Administration Has Done

To address these challenges, the Administration has proposed the creation of an Information
Technology Modemization Fund (ITMF) to facilitate the transition to more secure, efficient, and
modem IT systems and infrastructure, such as cloud platforms, while also establishing a self-
sustaining mechanism so that Federal agencies may benefit from these resources into the future.

How the ITMF Would Improve Outcomes

The ITMF would address the challenges associated with legacy IT in a number of unique ways.
The ITMF process will better align with practices from the private sector, where significant IT
investments are often presented to a corporate capital committee for approval, and require a
viable business case that demonstrates sound architecture and measurable outcomes, such as
lower life-cycle costs and improved performance.
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Chairman CHAFFETZ. Thank you. Thank you all.

I will now recognize myself for 5 minutes, but I will yield my
time to the chairman of the Subcommittee on IT, Mr. Hurd of
Texas.

Mr. HUrD. Thank you, Mr. Chairman. Thank you and the rank-
ing member for the leadership on this issue.

I always say that nobody is going to hold a rally for IT procure-
ment, but when I am back home, everybody asks about this ques-
tion because they recognize that $80 billion is being spent on IT
procurement and 80 percent of it is on legacy systems. It is about
using American taxpayer dollars wisely. It is about making sure we
have an efficient government that is providing services to our citi-
zens. And it is making sure that we are using technology that is
keeping us safe and protecting our digital infrastructure.

My first question is to Mr. Halvorsen. When did you come into
the position as CIO?

Mr. HALVORSEN. I have been in this position about 2.5 years.

Mr. HURD. Are you familiar with the Expeditionary Combat Sup-
port System?

Mr. HALVORSEN. I am.

Mr. HURD. And that is a system that was canceled in 2012, after
spending more than $1 billion and failing to deploy within 5 years
of initially obligating funds. Is that accurate?

Mr. HALVORSEN. It is.

Mr. HURD. One of the things that we are looking at in the
FITARA scorecard is incremental development. It’s major develop-
ment investments and are they achieving measurable goals every
6 months? DOD is listed as an F when it comes to delivering this.
As of May 2016, only 41 percent of those projects are being deliv-
ered.

In asking for a modernization fund and additional funds, what
is going to be done differently in the Department of Defense to en-
sure that, if you do have more money for investments on updating
legacy IT systems, that you are going to actually hit the mark on
time?

Mr. HALVORSEN. I would say a couple things.

One, we are a little out of sync with the grading criteria in that
we have a 6- to 12-month, not a zero- to 6-month grade within
DOD. We are moving that more forward, so we leveled that time
to 6 to 12. It was higher before.

I think if you look at the things we have done recently, you will
see that we are doing things in modernization. The move to Win-
dows 10 is the single biggest move to a single operating system
ever undertaken by any organization. We are getting that done. We
have a 1-year time frame. We are on track to do that. We will hit
80 percent of DOD in a year.

We have done more modernization with the commercial sector. I
think that is the important piece that we need to recognize here.
Our modernization needs to be done much more in conjunction and
partnership with the commercial sector.

Mr. HURD. So, Mr. Halvorsen, are you saying buy, not build?

Mr. HALVORSEN. I am saying buy mostly, not build.

Mr. HURD. Excellent.
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My next question is for Mr. Milholland. What is Treasury’s strat-
egy to manage unsupported technologies, such as the mainframe
capabilities where it states the Treasury will assume the risk of the
expired support technology? We sent a letter out to every agency
asking for old programming language that is being used, systems
that are no longer supported by vendors. In some of these systems
that are no longer supported by vendors, Treasury is saying that
they are assuming the risk for that expired technology.

What is the strategy to manage these unsupported technologies?

Mr. MILHOLLAND. I am not the Treasury CIO, so I cannot answer
that completely, but we are a large part of that organization.

Mr. HURD. In some of these, the response was saying that the
IRS will be assuming the responsibility for managing that.

Mr. MILHOLLAND. Yes. We believe that all of the technologies we
have today are, in fact, supported. For example, when we were
completing the drive to get to Windows 7, we worked out a special
support deed with Microsoft to cover the Windows XP environ-
ments while we were completing the job, for example.

The rest of the environments, like what you call the mainframes,
which is a Systems z, is, in fact, fully supported by the supplier,
IBM. It is a very modern operating system. We are running Linux
on the z. In fact, our main migration path for all new development
is to build these applications with Java and run it on the z, or
wherever best. It could be on an Intel processor.

We are also using the dollars to stay current whether it is the
BIOS, whether it is operating systems, whether it is the
middleware, whether the tools you are using, or the cross product,
be more no more than n or n-1 versions behind.

Mr. HURD. I copy, Mr. Milholland, and I only have 10 seconds
left.

Do you have a modernization roadmap that creates a common
modern platform for mission delivery?

Mr. MILHOLLAND. Absolutely. In fact, we have shared it with this
committee. We call it the technology roadmap, part of delivering of
what we call the future state for the IRS.

Mr. HURD. Where are you in implementation?

Mr. MILHOLLAND. We are just at the very beginning for that, for
the migration to be the digital enterprise. But part of that is the
modernization of all the legacy systems, which includes replacing
that assembly language code with Java. That is in part driven by
the CADE2 project that is underway.

Mr. HURD. Thank you, Mr. Chairman. I yield back.

Chairman CHAFFETZ. We will now recognize the gentleman from
Virginia, Mr. Connolly, for 5 minutes.

Mr. ConNOLLY. Thank you, Mr. Chairman, and I thank the rank-
ing member for his ongoing support that has allowed us to elevate
this issue in this committee and actually created enormous com-
mon ground.

Thank you, Mr. Cummings, especially.

Welcome to the panel.

Mr. Scott, we are talking about legacy systems, but has there
been a comprehensive audit of Federal agencies, so we actually
know the full universe we are talking about?
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Mr. ScoTT. There is a data collection effort underway currently
where we hope to gain better insight into actually what it is. I
would say that some of this is problematic in the sense that much
of the data isn’t automated in the sense that you can just push a
button and get a digital report in the as-is environment. So we
don’t have a comprehensive

Mr. CoNNOLLY. But the fact of the matter is —anecdotally,
right?—we’ve had, maybe we still have, Federal agencies with mul-
tiple email systems ——

Mr. Scort. Correct.

Mr. CoNNOLLY.—not all of which are compatible; multiple HR
systems, not all of which are compatible; huge numbers of data
centers that proliferated, and God only knows what coordination
exists among the thousands of data centers we are trying to con-
solidate; and legacy systems. And on top of legacy systems, isn’t it
also true we have widely distributed software products that also
need updating or patching?

Mr. Scorrt. This is correct. One of the techniques we have used
to estimate the level of legacy systems is I recently went to some
of our key suppliers of network storage computer equipment and
asked them to provide us data in terms of what they know about
the Federal Government.

One of the interesting things coming back was, in many cases,
we pay for support contracts for hardware, software that they have
sold the Federal Government.

I asked them to look at what is either expired or will expire in
the next 3 years, to try to get some handle on what that might look
like, just from their own records.

These are systems that we are paying today for support contracts
on.
In just the next 3 years, we will have over $3 billion worth of
hardware, software, and services that will go out of support, mean-
ing no spare parts, no patches, no upgrades, no security.

Mr. CoNNOLLY. Isn’t it also true—I am running out of time, so
forgive me for interrupting—that we have had to hire 3,427 IT pro-
fessionals just to maintain legacy systems?

Mr. ScotT. That sounds about right, yes.

Mr. CoNNOLLY. Wow. Any idea what the estimated cost is to re-
place all the legacy systems in the Federal Government?

Mr. Scort. We don’t have an accurate estimate of that. We've
tried to triangulate it in a number of different ways. That’s why
we ended up with the $3 billion proposal. We think that is at the
low end of what would be required to make a meaningful start to
this.

But I think the more important concept we should all embrace
is, given the rapid advance of technology, we really need to get into
a continuous upgrade mode, not a “wait until it breaks” mode.

Mr. CoNNOLLY. Right. And I want to deal with something, be-
cause the chairman has on several occasions cited the fact that you
have $82 billion a year you spend on procurement. He cited in his
opening statement the fact that this administration, over its life-
span, has increased that. That total amount represents an increase
of about $6 billion.
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Why isn’t that sufficient? Why do you need more money? Why do
you need this modernization fund, when you have such a substan-
tial amount of money we are spending every year, and even that
amount might be understated, in terms of not capturing other ex-
penses within the Federal family?

Mr. ScorT. I agree with the wide observation that there is an op-
portunity to save money. The challenge is, as was already said, a
lot of that money is spent on just keeping the lights on the current
old stuff.

Unfortunately, we cannot shut that off until we have a replace-
ment in place, so you cannot actually capture the savings until
after you have done something to replace it. That is why this con-
cept is important.

Mr. CoNnNOLLY. Sort of dovetailing with, I think, one the chair-
man’s points, I do think the burden is going to be on the Federal
Government, the executive branch.

Okay, let’s say, we authorize the modernization fund, buying the
argument that we are going to have to make an initial outlay to
achieve savings. There is going to have to be a codified savings and
efficiency plan that shows we can make IRS, DOD, and HHS, and
every other Federal agency, this much more efficient, and either
keep a budget stable or, in fact, effectuate net savings because we
have replaced those legacy systems.

I think the chairman has expressed that it is counterintuitive
that we would actually need to add more money. I think you can
sell that, the argument you just made, Mr. Scott, if you can dem-
onstrate, “And here will be the payoff. Here is the return on that
investment.”

I think we have to spend some real time with Congress in mak-
ing that case.

I yield back.

Chairman CHAFFETZ. I thank the gentleman, because those last
comments, I do agree with. I think that is the seminal question we
have to get out and agree that is the question that we need to ana-
lyze on that particular piece of legislation.

I now recognize the gentleman from Florida, Mr. Mica, for 5 min-
utes.

Mr. MicA. Thank you, Mr. Chairman. And thank you for holding
this, it’s kind of a meat-and-potato hearing. It is not flashy like
some we do.

I had the privilege to serve with a very capable ranking member,
Mr. Connolly, with Government Operations. He is very knowledge-
able, in fact, more knowledgeable than I was when I assumed that
position and learned a lot from him.

Our objective was to look at the total amount of money we were
spending at the time, which at that time was $80 billion. Now I
see with your report that was released today, they are spending
$89 billion.

The estimate when Mr. Connolly and I were doing our review
was that about 50 percent of this money is wasted either on out-
dated technology, on duplicate data centers.

Would GAO or OMB, would you say that about 50 percent is not
properly spent, is wasted? Is that still about where we are?
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Mr. ScoTT. Yes, I think it would make sense to say, if you missed
multiple generations of the opportunity to improve your computing
environment, you are wasting money. It is very clear.

Mr. MicA. What do you think, GAO?

Mr. POWNER. I do not know if it is 50. I will say this, I don’t
know that I have a precise number, but there is a lot of money
spent on inefficient operations, data centers, and there are a lot of
failed acquisitions. So clearly, there are billions wasted.

Mr. MicA. Your report says Federal legacy IT investments are
becoming increasingly obsolete. Many use outdated software lan-
guages and hardware parts that are unsupported. Agencies re-
ported using systems that have components that are in some cases
at least 50 years old.

This is your finding.

Mr. POWNER. Correct.

Mr. Mica. Well, we won’t even go half, if we just go $40 billion
in waste.

When Mr. Connolly and I started this exercise, we asked you all
how many data centers there were. I think, first, we got 800 or
something. Then we got 1,200. Then we got, oh my God, we were
in the thousands.

I was interested to see in your report here how many thousand
data centers we have.

What is that current number?

Mr. POWNER. It is about 10,500.

Mr. MicA. Ten thousand five hundred. What would you guess-
timate we could reduce that to?

Mr. POWNER. Well, we have closed 3,100 to date and saved $2.8
billion. We can close another 2,000 and save $5.4 billion. I think
that $5.4 billion is greatly understated because many agencies

Mr. MICA. So we can actually spend less and get better tech-
nology, better results, and improved systems. Is that correct?

Mr. POWNER. Yes, we need to definitely get more modern.

Mr. MiICA. So the opening salvo from the other side was that Re-
publicans are slashing the money. But actually, we have actually
saved money by going to the cloud. Is that correct, sir?

Mr. POWNER. Yes, there have been savings.

Mr. MicA. And there are certain concerns about security. We do
have the cyberthreat.

A great deal of the data in the Federal Government is not classi-
fied or necessarily high-security risk, is it, Mr. Powner?

Mr. POWNER. It varies. It clearly varies.

Mr. Mica. But again, your report points out there can be very
substantial savings consolidating these data centers, 10,000—we
have done some—and then moving to the cloud and other—now the
question came from Mr. Hurd a little bit about buy or build, and
the answer was build. What about buy or lease? Can somebody say
we should be leasing?

The problem is that the Federal Government buys equipment,
and the equipment, I will take you back here, we have it even in
our offices, is outdated. Maybe Mr. Davis bought some of it, but
now Mr. Chaffetz has inherited it. That is the way agencies work,
the same way.

So buy or lease, anyone want to respond? Mr. Scott? Mr. Powner?
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Mr. ScorT. Well, I think our guidance as proposed would rate
projects that use cloud, use these more modern techniques, the
buy-by-the-drink kind of thing, versus build it yourself. That is a
high-scoring criteria for those projects.

Mr. MicA. But where are you going to get equipment in an office,
buy or lease?

Mr. ScOTT. You have to have a replacement strategy and often
that means leasing.

Mr. POWNER. Yes, so I think, clearly, we want to build less in the
Federal Government. There is less risk with that.

Mr. MicA. Thank you. I yield back.

Chairman CHAFFETZ. I thank the gentleman.

We will now recognize the ranking member of the Subcommittee
in IT, Ms. Kelly of Illinois, for 5 minutes.

Ms. KeLLY. Thank you, Mr. Chair.

As ranking member of the IT Subcommittee, I have been working
with Chairman Hurd on the very issue of legacy systems. One of
the topics consistently discussed is moving to the cloud.

The CIO.gov Web site says the government’s current information
technology environment is characterized by, and I quote, “low-asset
utilization, a fragmented demand for resources, duplicative sys-
tems, environments that are difficult to manage, and long procure-
ment times.” It goes on to say, and I quote, “Cloud computing has
a potential to play a major part in addressing these inefficiencies.”

Mr. Scott, can you briefly explain what is cloud computing?

Mr. ScorT. Generally, it is an environment that leverages the
power of virtualization, of compute, of storage, of networking, as
though it were one operating system that allows individual pro-
grams to scale up or scale down and get better asset utilization in
aggregate than would be the case in the alternative, which is to
have a bunch of individual servers.

It is often surrounded by sets of utilities and other mechanisms
that allow for the provisioning and de-provisioning of computer en-
vironments very quickly, which also saves time and makes IT more
efficient.

Ms. KELLY. So you started explaining what an important role it
can play in helping agencies modernize their IT systems. Can you
expand on that?

Mr. ScotT. One of the benefits of the cloud is the agility factor,
and then just the scale that most cloud environments exist in.

So I used to talk about the double-double rule as the primary
way by which system engineers create and compute. If you are in
the old days an engineer and you are configuring a server, you
would figure out what it was going to take to support that applica-
tion. You would double it, and then you would double it again. That
was just an unwritten rule about how engineers would configure
systems.

So it was no wonder that when you went into the data center,
you would find things running at 15 percent or 20 percent of their
capacity.

What cloud does is aggregate all of that together. Then you can
run the whole plant at 70 percent, 80 percent, or 90 percent effi-
ciency instead of 15 percent. That saves money.
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Ms. KeLLY. Can you tell us what, if anything, the Office of Man-
agement and Budget has been doing to encourage agencies to move
toward cloud computing solutions?

Mr. ScOTT. As we have talked with agencies about their plans,
we have highlighted the opportunity to do that and ask questions.
We are requiring them to show us what their modernization plans
are and highly favoring both cloud but also virtualization and other
modern development techniques. We are encouraging the buying of
services rather than developing them themselves. We are also en-
couraging the use of shared services.

So one of the challenges is, in the old world, every agency
thought it had to do everything top to bottom by itself. As was
mentioned in the case of email or shared networks or payroll sys-
tems or financial systems, there is a great opportunity to use more
shared services and not have every agency do everything top to bot-
tom on its own.

Ms. KELLY. I'm glad to hear that, because I wondered in another
hearing, but didn’t get a chance to ask the question, about how
often do we share.

Back in July 2010, David McClure, then associate administrator
of the General Services Administration, testified before this com-
mittee that cloud computing would, and I quote, “increase the over-
all IT security posture of the government.”

Can you explain how cloud computing can improve the Federal
Government’s overall IT security?

Mr. Scort. We have a FedRAMP standard that takes all of the
best practices of security and puts together a template and a proc-
ess that providers can certify against that includes background
checks and other things like that on the people that are actually
operating the systems, and, taken altogether, is much more com-
prehensive than what we would typically find in a sampling of indi-
vidual agencies or individual environments.

These are businesses that depend on high security for their rep-
utation and future business models, so they often take it far more
seriously and can put the resources toward it that maybe a small
organization might not be able to.

Ms. KeELLY. Thank you.

Thank you, Mr. Chair. I yield back.

Mr. MULVANEY. [Presiding] I thank the lady.

The gentleman from Texas, Mr. Farenthold, is now recognized for
5 minutes.

Mr. FARENTHOLD. Thank you, Mr. Chairman.

Mr. Milholland, you and I think several other members of the
panel testified that one of the things holding you back from getting
rid of these legacy systems and upgrading was budget concerns. I
have to tell you, one of the things I consistently hear from every-
body who comes into my office, whether they are advocating for
education or increased medical research is, “Give me more money
today, and I will give you savings tomorrow.”

Now, this is, I think, part of our Federal Government budgeting
mentality, that we do not think enough like the private sector. You
look at what is happening in the private sector right now, when I
started practicing law, we were on IBM Selectrics. We moved to a
mini-computer and moved to a PC network. And we went from one
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assistant for every lawyer now to one assistant for every four or
five lawyers through the technology.

You look at what the IRS has done. You have millions of people
e-filing your taxes. You now don’t need people in data centers key-
ing that into the computer.

So the savings are coming naturally. So I have a kind of two-part
question here. One, can you quantify, “If you give me X billion dol-
lars today, I will save you Y billion dollars over the next,” and we
will take a lifespan of the computer, 5 to 7 years? Can that be
quantified?

Second of all, isn’t there a way within your budget to pay for this
incrementally with the savings you are going to get?

Mr. MILHOLLAND. I will try to answer that two-part question.

With respect to the IRS and investment in IRS, people have said
returns for about every dollar are $4 in revenue to the U.S. Often,
a lot of that occurs because of the investment in the underlying IT
infrastructure.

Where we have suffered is that the budget has been reducing,
not staying flat. I have been told that we are

Mr. FARENTHOLD. Isn’t that what we are trying to do? I am going
to give you a dollar and then, over the next 10 years, I'm going to
reduce your budget by $4, and we are going to be in the same place
by your figures.

Mr. MILHOLLAND. But, sir, you also increased the tasks that we
have. For example, far more people now are, in fact, filing income
taxes.

Mr. FARENTHOLD. I would be much happier if you guys weren’t
having to fool with Obamacare, I will tell you that.

Mr. MILHOLLAND. Well, there are a number of unfunded man-
dates like that that we have had to absorb, whether it has been
Obamacare, FATCA, there is HCTC, the ABLE Act

Mr. FARENTHOLD. I do not have much time, so let me go to Mr.
Scott.

Can you talk about that on a broader scale?

Mr. ScOTT. Yes, in fact, if we can show the chart that I brought,
I don’t know if they can put that up.

What we did is we studied—we took a sample out of our data-
base of projects across the Federal Government, this is across hun-
dreds and hundreds and hundreds of investments, where there was
an injection of modernization money prior to 2013. Then we looked
and we compared that against projects where there was no injec-
tion, and what happened to the maintenance costs of those invest-
ments over time.

What you see is a very clear trend. Where there was no injection
of money to go fix things, costs continued to rise at a rate of around
6 percent.

Mr. FARENTHOLD. This number doesn’t even take in reduced per-
sonnel costs. I'm assuming that as we modernize technology, as we
see in law firms or banks with ATMs instead of tellers, we ought
to see an even bigger cost decrease as people are able to work more
efficiently. So we ought to be able to save money and deliver better
service to the hardworking American taxpayers who are our cus-
tomers.
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Mr. Scott. I think we would see, if we factored all those factors
in, an even sharper drop. In cases, as shown in the chart there,
where there was an investment, costs would continue to go down
at a much faster rate. So they went down at least 5 percent a year
on average, where there was an

Mr. FARENTHOLD. I would love to see an agency come in here and
say, “All right, give me this much money to modernize my IT, and
you can cut my budget by this much.”

Mr. Scort. Well, this is actual data over an at least 4-year pe-
riod, based on actual experience in the government, so I think it
proves the case.

Mr. FARENTHOLD. All right, if I am able to get back for a second
round of questions, I do want to address the DOD hackathon and
the success that had.

But my time has expired, and I will yield back.

Mr. MULVANEY. I thank the gentleman.

I now recognize the gentleman from California for 5 minutes, Mr.
Lieu.

Mr. Lieu. Thank you, Mr. Chairman.

Let me first say I've read the biographies of the witnesses today,
and all of you could be making a lot more money in the private sec-
tor, so thank you for your public service.

I do have a question for Mr. Halvorsen. The GAO identified a 53-
year-old legacy system in the Department of Defense known as the
Strategic Automated Command and Control System. This system
coordinates operational functions of the United States of nuclear
forces, such as intercontinental ballistic missiles and nuclear bomb-
ers. Is that correct?

Mr. HALVORSEN. Not exactly.

Mr. Lieu. All right, what does the system do?

Mr. HALVORSEN. It is a tertiary—I can only go into the system
a little bit. It is a tertiary system that is responsible for delivering
two small, very important messages as a third backup. That is
what that system does today. It is a tertiary system.

And we are actually investing in the NC3 system to change the
way we deliver that whole product.

Mr. Lieu. The reason you cannot talk more is because the rest
is classified?

Mr. HALVORSEN. That is correct.

Mr. Lieu. Okay. This system is still running on IBM Series 1
computer, which is in 1970s computing system, according to the
GAO, and written in Assembly language code. The GAO also re-
ports that the system currently uses 8-inch floppy disks, which are
a 1970s-era storage device. Is that accurate, sir?

Mr. HALVORSEN. That is correct.

Mr. Lieu. Okay. So this system also, as I think you noted, sends
and receives emergency action messages to nuclear forces. Is that
correct?

Mr. HALVORSEN. A tertiary system for doing that, yes, sir.

Mr. Lieu. I got that, but it does send and receive emergency ac-
tion messages to nuclear forces.

Yq)u would agree that our nuclear forces are pretty darn impor-
tant?

Mr. HALVORSEN. I would.
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Mr. Lieu. Okay. You had in your testimony earlier today said
that the Department of Defense is not of balance with other private
sector companies, and that your priorities are right. Are you aware
of any other successful private sector company that uses 8-inch
floppy disks?

Mr. HALVORSEN. I am not, but I am aware of other private com-
panies that use similar technology. No one is saying that we should
continue to use the 8-inch discs much longer, but I would point out
a couple things. The reliability factor on that system is where I
need it to be, which is five 9s, 99.999 percent. It is completely se-
cure because it is a closed system. So while I want to fix it, all I
am saying is that in the priority of things that I need to fix, that
will be in probably year 3 of my next 5-year plan. It is not in the
top priority of things I think either I want to fix or you would want
me to fix, in terms of priority.

Mr. LIEU. Why are you fixing it at all, if it is not as important
as you say it is, if it is just this classified system you cannot even
really talk about for nuclear forces?

Mr. HALVORSEN. I didn’t say it wasn’t important. I said it was
a tertiary system. And what I am fixing is the entire way that we
are going to deliver that whole process.

I won’t actually replace this system. The system is going to go
away and be replaced by a different method of delivery.

Mr. LIEU. And it’'ll be done by year 3?

Mr. HALVORSEN. It will.

Mr. LiEu. Okay, thank you, sir.

So, Ms. Killoran, I have a question for you about another system
the GAO identified. It is the Health and Human Services Medicare
appeals system. Can you explain what that is?

Ms. KILLORAN. Yes. That system is a system that we actually
have that plaintiffs can file appeals to claims that they have. It is
actually a business process flow and goes through three of the five
levels of appeals.

Mr. LIEU. And a fair number of Americans have Medicare ap-
peals, and the system helps them?

Ms. KiLLORAN. Yes. It allows them to get not only notifications
and status, but it also sends out letters.

Mr. LIEU. And the system also helps respond to congressional in-
quiries, correct?

Ms. KiLLORAN. Correct.

Mr. LIEU. Do you have any plans to update that legacy system?

Ms. KILLORAN. So that legacy system is 10 years old. We actually
do have—the system has been updated to make sure that the soft-
ware is current and the hardware is current. One of the things that
we slightly disagree with on the audit is just because something
has a particular age doesn’t necessarily mean that it is end-of-life.

As Mr. Scott had talked about, all of the operating system, the
software and the hardware for this particular system, is completely
up-to-date and supported by the vendor at this time. So we don’t
have a plan to replace, but we are going to keep updating it and
making sure that it is current.

Mr. LIEU. So your view is the system is working currently, and
there is no need to upgrade it?
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Ms. KILLORAN. So we have been doing continual upgrades as we
have different mandates and there have been requirements for op-
erating system changes and software to keep it current, yes.

Mr. Lievu. Thank you.

Let me conclude by thanking Ranking Member Cummings and
Chairman Chaffetz for holding this hearing, and I want to thank
the ranking member for his support of the IT modernization bill,
which I'm a co-author of as well, and hopefully we can get that
through.

With that, I yield back.

Chairman CHAFFETZ. [Presiding] I thank the gentleman.

We will now recognize the gentleman from South Carolina, Mr.
Mulvaney, for 5 minutes.

Mr. MULVANEY. I thank the chairman. I'm over here in the cor-
ner.

I guess my questions are, Mr. Connolly was here, and I'm always
frightened when I agree with him, but I agree with him more and
more when we do these oversight hearings. I want to focus a little
bit on how we got here.

I heard the ranking member talk about the draconian budget
cuts. Mr. Milholland, I heard you mention draconian budget cuts.
Certainly, at the IRS, I apologize, I don’t have the HHS numbers
or DOD, so I don’t want to appear to be picking on the IRS, but
they are the numbers I could get in the last 5 minutes. Certainly,
your budget has been cut in the last couple years, 3 percent this
year. It was up 0.8 percent the year before that. Down 5 percent
the year before that. Down 2.5 percent the year before that.

But I think we would all agree that when you are still using
technology and computer systems from the 1970s and 1980s, this
is not a problem that started in 2012, okay?

I see that Mr. Milholland is nodding his head.

I go back to 2000, Mr. Milholland, when the Republicans were
in charge, actually, and your budget went up almost 6 percent, the
next year 8.5 percent, the next year almost 4 percent, then 4 per-
cent, 4 percent after that. The Democrats take over in 2007, your
budget is up 4.73 percent, 3.8 percent, 5.4 percent.

How can you really sit there and tell us this is money? I mean,
you got bigger increases than everybody else in the country in
2008. I can assure you there were private industries and busi-
nesses and households that didn’t see a 5.4 percent increase in
their budgets during the recession.

I mean, how can you sit there with a straight face and say it is
money? While that is convenient today and ties into what the rank-
ing member was saying, haven’t you been mismanaging the money
since the 1970s and 1980s? Isn’t that the only way you end up in
this problem?

Mr. MILHOLLAND. I think there is a different way to characterize
it than management. I can’t speak for my predecessors at all, but
decisions made back in the 1970s and continued into the 1980s and
1990s and the first decade of this century basically said, “Let’s
build a set of systems that automate the paper processing set of
systems.” So the way taxes were handled in the 1940s and 1950s
and 1960s became automated in the way that computer systems
were designed.
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That means that when you file your taxes even electronically
today, they are actually batched up electronically in a set of files
that then need to be passed from system to system. There are lots
and lots of interconnections that make that possible.

The program was written in Assembly language. By the way, it
is written very elegantly. It is incredibly well-engineered for the
time it was designed and built. The underlying infrastructure is
very much state-of-the-art. That is why we can process returns so
fast.

But we are constrained by those past decisions and the ability to
share that data with I will just say new programs that we want
to provide, so we are—I'm sorry, go ahead.

Mr. MULVANEY. Does anybody that you know, anybody on the
whole panel, does anybody in the private sector do it the way the
government does it? Are there any private companies out there
using 8-inch floppy disks and expired languages and machines they
cannot get pieces for? Is there anybody out there who does this?

Mr. MILHOLLAND. There are certainly companies that use old
programming languages like Assembly language and COBOL and
Fortran and others. Most are converting themselves like we are to
a modern programming language, all new development beginning
with Java, for example, or other modern programming languages.

They use modern development techniques, so that you start with
building a data model for your enterprise rather than have it as
an afterthought with security built in.

I think the current practices, we would not have done it that
way, if we had the knowledge we have today.

Mr. MULVANEY. Mr. Milholland, you mentioned something about
your predecessor, and someone mentioned something in the pre-
vious testimony. How long have you been in this position at the
IRS?

Mr. MILHOLLAND. I have been here not quite 8 years.

Mr. MULVANEY. What is the average tenure? This may be to the
OMB or GAO. What is the average tenure of a CIO at our major
agencies?

Mr. POWNER. Two years.

Mr. MULVANEY. Is that a problem?

Mr. POWNER. It is a huge problem.

Mr. MULVANEY. Why?

Mr. POWNER. Well, in regards to legacy systems, what CIO wants
to come in over a 2-year period and undertake one of these massive
conversion efforts? They pick the low-hanging fruit and get quick
wins, and they don’t tackle the difficult stuff often enough.

Mr. MULVANEY. Who controls the tenure of a CIO at a major
agency or department? Does Congress? Anybody?

Mr. ScotT. It depends. Some are Senate confirmed. Most are ap-
pointed politically.

Mr. MULVANEY. Right, but if we are going to say that Mr.
Halvorsen is going to be CIO at DOD, and we leave him there 2
years, whose call is that? Is it ours or somebody else’s?

Mr. HALVORSEN. Depending on when the 2 years started, it
would generally be the Secretary of Defense’s call. But I am politi-
cally appointed, so I will change out with the administration.
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Mr. MULVANEY. It is an executive decision. It was sort of a rhe-
torical question. Congress doesn’t say that you have a 2-year term
at DOD, or a 2-year term at HHS, or at any agency. It is an execu-
tive decision under both administrations.

Mr. Powner, I take it your data goes back to Republican adminis-
trations as well.

Mr. POWNER. Yes, it goes back a long way. We have done mul-
tiple studies dating back for years on this.

Mr. MULVANEY. Thank you, Mr. Chairman.

Chairman CHAFFETZ. I thank the gentleman.

We will now recognize the gentleman from Massachusetts, Mr.
Lynch, for 5 minutes.

Mr. LYNCH. Thank you, Mr. Chairman and the ranking member,
for holding this hearing. It’s very important.

I would like to ask unanimous consent to enter into the record
the GAO report to congressional requesters entitled, “Federal
Agencies: The Need to Address Aging Legacy Systems.” We have
been referring to that during our questions. I just wanted to get on
the record.

Chairman CHAFFETZ. Without objection, so ordered.

Mr. LyncH. Thank you, Mr. Chairman.

I also have another report here that was generated with a bunch
of folks, including the Department of Homeland Security, Intel,
EMC, a whole bunch of people. And it is entitled, “2016 Data
Breach Investigations Report.”

Chairman CHAFFETZ. Without objection, so ordered.

Mr. LyNCH. Thank you.

The trend that the data are indicating from these reports are
that the time frame for breaches and infiltration is going down, so
it is measured now in days or, in many cases, minutes, yet our
time for detecting breaches and infiltrations and the detection of
fraud and response is weeks and months. So the numbers are going
against us. Time is not on our side, as some have said.

At a previous hearing, we had OPM up here. They did not even
encrypt the Social Security numbers for 21.5 million Federal em-
ployees. So while I hear a lot of this positive talk, I am concerned
about factually what is going on.

Mr. Powner, the GAO did a great report, by the way. Thank you
very much. I appreciate that. But one of the GAO’s key findings is,
and I quote, “While Federal agencies had specific plans to retire or
modernize some of these legacy investments, most of those legacy
investments did not have specific plans with time frames, with ac-
tivities to be performed, or functions to be replaced or enhanced.”
Is that correct?

Mr. POWNER. That is correct.

Mr. LYNCH. So all this talk here is happy talk, and it worries me,
especially as Mr. Lieu’s line of questioning.

With respect to the Internal Revenue Service Individual Master
File, GAO stated, and I quote, “The agency has general plans to
update the system, but there is no time frame established for this
transition.” Would you agree with that statement?

I want to ask you next, Mr. Milholland.

Mr. POWNER. Yes, that is true.
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I will add, though, there has been a lot of good work done to get
the ball rolling that

Mr. LYNCH. Yes, that’s not what I'm asking.

Mr. POWNER.—Mr. Milholland started. I will say his tenure over
6 years, he has done a lot.

Mr. LyNcH. I know.

Mr. POWNER. Hopefully, he can stick around a little bit longer
and get IMF decommissioned.

Mr. LYNCH. Yes, that is not what I want to hear, but as Mr.
Mulvaney said, this problem didn’t happen yesterday. You are not
to blame for the existence of this problem, but we have to do better,
a lot better.

So, Mr. Milholland, do you want to defend yourself? Go ahead.

Mr. MILHOLLAND. We, in fact, do have ——

Mr. LYNCH. And thank you for your service, by the way.

We just have a problem here, and we have to fix it.

Mr. MILHOLLAND. Yes, sir.

Mr. LyNcCH. So a little criticism

Mr. MILHOLLAND. I described the replacement of the Individual
Master File. We are doing it in three phases. The second phase will
end in 2019, at the latest 2020, again, depending on funding.

The principal issue there is now to convert the mainline code
from Assembly language to Java. We have, in fact, have tackled the
hardest, knottiest, most gruntiest part of this code, which is critical
for processing taxpayer returns, to convert it to Java.

Mr. LyNcH. Okay.

Mr. MILHOLLAND. We, in fact, think, literally, we have found a
breakthrough that we can do this. We think we can apply for three
patents for this that will allow, once we are done, next March ——

Mr. LyNcH. Okay, sounds good.

Let me ask you, the master file there, so is our health care infor-
mation on that now with Obamacare, because you are the reposi-
tory for our health care information. How are you protecting that?
Is that in the same file?

Mr. MILHOLLAND. It is not in the same file, but there are links
to it. It is actually in a relational database that we built separate
from the Individual Master File. But the systems are inter-
connected with appropriate data calls and —

Mr. LyNcH. All right, let me jump to the GAO here.

The same GAO report found that HHS Medicare appeals system
says, this is the report, “Agency officials state that they do not
have any plans to address the gaps that were found by GAO and
that doing so was contingent on funding.”

So let’s go right to Ms. Killoran on that one.

Ms. KILLORAN. So, as I mentioned, for the Medicare appeals sys-
tem, we actually have been making sure that that system is up-
to-date, both with patches and software, and on a platform that is
actually supported by the vendors.

So as a total system, we don’t have plans to replace, but we are
keeping it current and making sure that it is able to be supported.

Mr. LyncH. Okay, my time is expired. Maybe we will do another
round. Thank you.

Chairman CHAFFETZ. We will soon. Thank you.

Mr. Meadows of North Carolina is now recognized for 5 minutes.
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Mr. MEADOWS. Thank you, Mr. Chairman.

Ms. Killoran, let me come to you. I think earlier in your testi-
mony, you were talking about the fact that the FISMA reporting,
you have submitted that. Is that correct?

Ms. KILLORAN. Yes, sir.

Mr. MEADOWS. So you have submitted that. Who do you submit
that to?

Ms. KILLORAN. So we submit that to all of our FISMA commit-
tees, and we did that through our legislative channels.

Mr. MEADOWS. Okay. So who is responsible for that oversight? Is
that Mr. Scott at OMB? Is he charged with making sure that those
are all submitted properly? Do you submit it to OMB?

Ms. KILLORAN. So if you could clarify the question, are you talk-
ing about the report or ——

Mr. MEADOWS. Let me ask Mr. Scott. Mr. Scott, as the chief fi-
nancial officer, is it your responsibility, I guess, for the executive
branch, for the implementation of FISMA?

Mr. ScoTT. Yes, and we collect—I am the chief information offi-
cer, not the chief financial officer, but it is our ——

Mr. MEADOWS. Excuse me. You are the CIO for the Federal Gov-
ernment.

So essentially, it all comes to you, so they are required to submit
that to you and to Congress, is that correct?

Mr. ScotT. Correct. We aggregate and then submit to Congress.

Mr. MEADOWS. All right. So as it is submitted in those FISMA
reports, as we look at that, each agency is required to do that. Is
that correct, Mr. Scott?

Mr. Scort. Right.

Mr. MEADOWS. So let me ask you this. It appears that the Execu-
tive Office of the President, basically the White House, including
OMB and the National Security Council, hasn’t submitted the re-
quired FISMA. Is that correct?

Mr. ScoTT. I don’t know off the top my head. I would have to
check and get back to you. I don’t know ——

Mr. MEaADOWS. Well, we have done some checking, and we have
been looking. Can you name a single year where the Executive Of-
fice of the President and OMB and the National Security Council
have submitted a FISMA report?

Mr. ScorT. We submit to Congress what has been submitted to
us.
Mr. MEADOWS. I am talking about you. I understand they are
doing it, but you are the one that has the charge. So has OMB, the
White House, submitted it?

Mr. ScoTT. Oh, I see.

Mr. MEADOWS. Because we couldn’t find yours.

Mr. ScotT. Yes, we are not required by the law ——

Mr. MEADOWS. Well, but that’s not correct.

Mr. Scort. That is our

Mr. MEADOWS. Is that what you’re saying?

Mr. ScoTT. Our legal counsel has given us that ——

Mr. MEADOWS. Well, your legal counsel doesn’t make the law.

So, Mr. Scott, let me remind you, Congress was very clear, ex-
tremely clear, that, indeed, the White House, and, indeed, OMB, is
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required to submit that. Yet we can’t find where you’ve done it, and
we specifically in the legislation mention the White House.

So you are saying your legal counsel has told you that?

Mr. ScorT. That is the opinion we have gotten.

Mr. MEADOWS. When did you get that?

Mr. ScotT. I have asked multiple times.

Mr. MEADOWS. Okay, I would suggest that you go back, check the
law, and report back to this. Do you not think that if you are re-
quired by law to do it, and all these other folks are doing it, that
it sets a bad example for you not to do that?

Would that set a bad example, if you are required to do that?

Mr. Scott. If we are required to, I think it sets a bad example,
correct.

Mr. MEADOWS. All right. So you have counsel behind you. Are
they saying that you are not required to by law?

Mr. Scortt. I will go back and check and report back to you.

Mr. MEADOWS. Okay. And we would like to know some of the cor-
respondence and actually where you’ve gotten that opinion from.
Are you willing to give that to this committee as well?

Mr. Scort. That is not my call, sir.

Mr. MEaDOWS. Okay, well, obviously, you are saying that you
were told that, that you checked on it, and this is a conscious deci-
sion not to give a FISMA report on behalf of OMB and the office
of the executive branch. Is that correct? That was a conscious deci-
sion?

Mr. ScotT. It was a discussion and that was the conclusion that
we came to.

Mr. MEADOWS. So what rationale would you really embark on
embracing that would suggest that it is not a good idea to give in-
formation that you are requiring all the other agencies to give to
Congress? Why would it not be a good idea for you?

Mr. ScoTT. Again, our intent is to comply with the law.

Mr. MEADOWS. But do you think it is a good idea that, even if
it is not required, since you are requiring all the other agencies,
don’t you think it would be a good idea for you? I think the an-
swer—don’t you think it would be good idea?

Mr. ScotT. I don’t have an opinion on that, sir.

Mr. MEADOWS. Well, I do, and I think it would be a good idea.

Let me come to the GAO. We are talking about all these legacy
systems, and we continue to have hearing after hearing after hear-
ing. What I find troubling is, is there a lot of savings that could
be realized if we get rid of the legacy systems, jump off the cliff
and say, “Let’s make a commitment. We are going to do it.” Is
there substantial savings that could happen?

Mr. POWNER. Yes, there are. That $60 billion we spend on O&M.
We have old legacy that if we could get more efficient systems, it
would be less costly to maintain, it would be more secure. Then you
already know that we have duplicative spending on commodity IT
and inefficient data centers.

So the $60 billion has all kinds of inefficiencies in it. Our point
is, we need more plans. I agree not everyone needs a plan. There
might be some higher priorities. But we need more plans, so that
we move that spending from 60 into the 20 bucket.
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Mr. MEADOWS. Well, thank you. And I thank your staff for their
great work.

And I yield back, Mr. Chairman.

Chairman CHAFFETZ. I thank the gentleman.

I'll recognize the ranking member, Mr. Cummings, for 5 minutes.

Mr. CUMMINGS. Thank you very much, Mr. Chairman.

I intentionally wanted to wait and listen to some of the testi-
mony. I listened to Mr. Lieu, and I agree with him. When we read
the resumes of you all, we realize that you could be somewhere
else, making a lot more money. I think, in a way, that’s what is
kind of depressing about this. We have people who, first of all,
care, who are experts. You come into government to try to make
a difference, or you have been in government, and we seem to be
going in a circle, trying to get off the merry-go-round, Mr. Scott,
but still going in a circle.

I'm not blaming you all. It just seems that we have a set of cir-
cumstances where we have an old system that is breaking down,
trying to keep that afloat, and at the same time trying to catch up
with technology that is not changing by the week, but changing by
the hour. That is a tough one.

Sometimes we can start talking politics, and we still don’t get to
where we have to go to. That’s what I want to talk about for a mo-
ment here.

Mr. Scott, you have been in your job a little less than 2 years?

Mr. ScoTT. About 1.5 years, sir.

Mr. CuUMMINGS. The chairman was very complimentary, gave you
a lot of nice compliments, and they are deserved. You come from
private industry, is that right?

Mr. Scort. That’s correct.

Mr. CuMMINGS. Do you see, first of all, progress? You've been
there 1.5 years. Do you see us moving in the right direction?

And this is the thing that bothers me, this wrestling with this
issue of money. I don’t want to sit here and wrongfully say that,
if we had more money, we can do better, if that is wrong, if that
is not accurate. But on the other hand, if we need the money, I
don’t want to act like we don’t.

And then there’s a second part of it. We may need the money,
but then the question is whether or not we are using the funds
that we have effectively and efficiently.

Can you address that for me? And then tell me how does the
modernization act, because I understand it is like the best prac-
tices, it’s an example of best practices from private industry, how
that would remedy this.

I know I have said a lot.

Mr. ScoTT. Sure, I'd be happy to.

I would say, in answer to one of your questions, I do think we
are making progress, just not fast enough and comprehensively
enough. Almost every agency is trying to prioritize in some way or
another, and address the most urgent issues. But what we see
quite often is that it takes too long for them to put together the
money to go do the replacement, or to try to harvest savings to put
together in one place to go fix things.

I think there is a broader set of issues that ITMF tries to ad-
dress.
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Comprehensively, what it does is marries management, money,
and a different mode of operation than the pattern that we have
been in. The world of digitization, and our government is digitizing
just like every other enterprise, digitization starts to tear down tra-
ditional boundaries of the org chart, and so on, and comes at what
we do from a citizen-centric perspective.

Today, because of our boundaries and our funding models and
the way we have architected IT, we require our citizens to decode
our org chart in a way that, frankly, they don’t want to do.

So this modernization fund relies on principles that we borrowed
from the private sector. If you are in the private sector, you go to
a capital committee, and you come in and you make a business
case for why you want to do what you’re going to do. And the cap-
ital committee evaluates your ability to do that. They look at the
business case. They ensure the commitment, that the money is
going to get paid back.

We think that that commitment of management, along with this
different mode of operation that we are proposing, will start to help
us along the path to a much more and needed modernization of our
Federal Government.

I will note as well that if we continue to do the same thing we
have been doing before, we are just making the situation worse. A
good friend of mine once told me, if you are riding a dead horse,
best dismount. I think it is time for us to dismount from this past
practice and get onto a more modern method.

Mr. CUMMINGS. You don’t have to tell us what your plans are,
but if I were to guess, you probably will not be in this position but
so much longer.

So the question becomes, what are you doing to try to put some-
thing in place so that, after you leave, there is at least the mecha-
nism to take us where you just said we need to go? Because I can
see somebody else coming in and saying, “You know what? Scott
was a nice guy, but now he’s gone, and now we’re going to start
all over,” and our problems are 10 times worse.

By the way, the reason I am asking is because the American peo-
ple are just totally, totally frustrated with us.

Mr. Scott. Certainly.

Mr. CuMMINGS. They feel like we cannot get anything done, and
I'm trying to figure out how we get something done that makes
sense, solve the problems that we are talking about here, Mr.
Mulvaney and all of us trying to figure out, how do we spend our
money wisely and how do we get the American people what they
deserve? That is a well-run system that keeps up with, as best we
can, the changes in technology and, at the same time, serve them
well?

Mr. ScotT. Well, there are a couple things we're doing.

First of all, we're putting together a set of requirements that will
require the agencies to identify modernization efforts in a much
more comprehensive way, whether this fund comes through or not.

Secondly, we are revising the job descriptions for CIOs to make
sure1 that, as we hire future CIOs, we get the right kind of talent
in place.

Frankly, this is important work, and I think there are quite a
number of people who, given the right point in their career, are
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perfectly willing to come and do public service and help fix this, if
there is hope that they can make progress. Nobody wants to come
in and say, “I just want to be saddled with the old dead horse way
of doing things.” So I think that is key to attracting talent and con-
tinuing to make progress on this.

Lastly, I will say I intend to be involved and influence one way
or another even beyond this job. I think it is critically important
that we do this. I think our relevance to citizens is going to depend
on how good a job we do in this area.

The ITMF is my best guess about the fastest way to accelerate
progress toward that goal. I'm happy to listen to any other alter-
natives.

What I do know is what won’t work. Going around tin-cupping
7,000 different investments across the Federal Government is the
slow way to nowhere, as far as I'm concerned.

Mr. CuMMINGS. Thank you very much, Mr. Chairman.

Chairman CHAFFETZ. Thank you. I now recognize myself.

Mr. Milholland, you have been a good witness to us a couple
times. You provide a lot of candor. The question is, why did we
have to subpoena you this time to attend?

Mr. MiLHOLLAND. That was the decision of the Commissioner,
and he wanted to testify himself. I understand the reasoning. He
didn’t speak to me about it, but in the past, he thinks that the po-
litical appointee should be the one to speak to the Congress, not
careerists like me.

Chairman CHAFFETZ. Were you willing to testify without a sub-
poena?

Mr. MILHOLLAND. Yes, sir.

Chairman CHAFFETZ. This is something we are going to have to
continue to discuss, because on the one hand, in another com-
mittee, the IRS Commissioner said he was too busy and didn’t have
time to prepare, couldn’t show up to answer hard questions. Then
we have a hearing here, where we have to dive deep into how the
IT systems are working, and he is begging to come and, in fact, told
our office that we have to issue a subpoena to have Mr. Milholland
come here.

I think it puts a bad light on the IRS. I think it puts a bad light
on you personally. But I did want to clarify and appreciate your
candor in saying that was totally and wholly unnecessary. We did
it. It’s paperwork. I can do it unilaterally, but I shouldn’t have to
do it. Nobody else required a subpoena to be here.

Again, it 1s not a personal reflection on you, but I think it is a
personal reflection on Mr. Koskinen and the ridiculous manner in
which he tries to manage a 90,000-person organization.

The Congress of the United States of America and certainly the
Oversight Committee, we can talk to anybody at any time. We can
investigate anything anywhere and we can call anybody we want
before this committee, not just the Senate-confirmed IRS Commis-
sioner. It is arrogant. It is beyond belief. And it continues to thwart
our activities here in Congress.

And I am not letting go of this. I do think he should be im-
peached. I do think he should get out of government. He should do
the right thing for this country, and somebody else should be at the
helm. He was hired by the President with the best of intentions,
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and the President made a personal commitment. He made a per-
sonal commitment that we are going to work together. We are
going to do is hand-in-hand. And that is not happening. And this
is another example here today.

Enough of that speech about that. I do want to talk about the
Obamacare files that were mentioned before.

Mr. Powner, do you have a position on this? Have you looked at
how, from the GAO perspective, how this is going? It is a massive
undertaking, a great vulnerability.

Have you done anything in this regard? Do you have any per-
spective on this?

Mr. POWNER. I have colleagues who have looked at Obamacare
implementation, as well as some of the IT issues, in particular, se-
curity around the systems with Obamacare. We have some out-
standing recommendations on security.

I, personally, have not done that. I will say, though, I did testify
in front of this committee when there was the initial failure with
the rollout, and I will say I worked closely with Mr. Milholland, be-
cause at the time I was doing IRS work and I knew where they
were at getting their systems ready for Obamacare, which was dif-
ferent than where HHS and some others were.

Chairman CHAFFETZ. So the housing of all this data and informa-
tion, I guess as a follow-up, Mr. Milholland, at the IRS, and cer-
tainly Mr. Powner from the GAO, we would love to, and request,
if we need to do this formally, we will do it formally, but we would
appreciate a keen eye on this, just because of the vulnerability and
sensitivity and the sheer number of people that will be involved
and engaged in this.

Mr. POWNER. Okay.

Mr. MILHOLLAND. Yes, sir.

Chairman CHAFFETZ. I want to switch gears here to HHS, Health
and Human Services.

This is your first time testifying, and I appreciate that. How long
have you been working IT at HHS?

Ms. KILLORAN. About a year and a half.

Chairman CHAFFETZ. A year and a half, okay.

The committee made a request. I thought it was a fairly benign
request, and it gives us a perspective. We asked to identify the top
three mission-critical IT systems in need of modernization. That
seems like a simple request. Every other agency and department
we asked for it was willing to cooperate. The only one that wasn’t
was HHS.

You claim that it was classified information. It is not the Depart-
ment of Defense. This is not the CIA. This is Health and Human
Services. Why claim it’s classified?

Ms. KILLORAN. It is around the sensitivity of the information
that is stored in the systems. As folks have mentioned today, some
of my colleagues, information, especially around personal health in-
formation, it is one of the increasing threat vectors across the orga-
nization and in the public overall. So we want to make sure that
we are protecting the American public and the health information.

Chairman CHAFFETZ. But you understand that that information
that we are asking for is not classified, correct?
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Ms. KILLORAN. As an individual system, but there are concerns
about what those systems are and the targets that would —

Chairman CHAFFETZ. And you understand that the Oversight
Committee can access classified information, correct?

Ms. KiLLORAN. Yes. We were actually able to—we actually had
members of the committee come over yesterday to our ——

Chairman CHAFFETZ. Why should the committee have to come to
you? Why do we have to go to look at in camera?

Ms. KiLLORAN. We are just concerned about what those systems
are and putting ——

Chairman CHAFFETZ. Yes, well, here’s what you need to under-
stand. We are entrusted with nuclear secrets, CIA information, a
lot of very sensitive information. You cannot as an agency start to
make up new classifications and new rules saying, “Well, we’re sen-
sitive and we don’t trust Congress.” We shouldn’t have to go to
HHS to review this information in camera.

In fact, it gives us a real sense that you really don’t know what
you’re doing over there.

Ms. KILLORAN. These are not classified systems. We actually
transmitted the information to OMB that it requested as classified.
These are not classified systems, and they do not have ——

Chairman CHAFFETZ. Correct. You used a classified system to
transmit it, but then when we request it, why do we have to ratch-
et this up?

Again, Health and Human Services has already identified one of
the three systems to GAO, and another system that the HHS told
us about was shut down.

We are just asking for the top-level review of what are the three
mission-critical systems. Then we finally get to see one, and then
it is figured out that you had to come back to us and say, “No, it
was really shut down.”

Can you see where you have a flashing red light over there at
HHS that nobody else has?

Ms. KILLORAN. Understood. Like I said, we are actually willing
to provide that information.

Chairman CHAFFETZ. Okay, just to be clear, and again, you
strike me as an exceptionally nice person. You are going to pro-
vide—the request that we made, by this committee, you are going
to provide those to us, correct?

You have a staff person there. Feel free to talk to them, if you
want to confer.

But I need to know if we are going to get this information or not.

Ms. KILLORAN. Yes. Yes, you will.

Chairman CHAFFETZ. Okay.

I have some other questions, but let me recognize another mem-
ber, and I will come back on another round here.

Let’s recognize Mr. Lynch of Massachusetts.

Mr. LYNCH. Thank you, Mr. Chairman.

I have to say, it is a bipartisan frustration sometimes, especially
with these data breaches. Everybody is getting hacked. All the
agencies are getting hacked. It seems like the hackers have better
access to the information than the Oversight Committee does. That
is the frustration here, that the information is going out the door,
and then there is some stonewalling going on. When this committee
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asks for information, it is not forthcoming. So that is some of what
you are hearing.

I want to go back to Mr. Scott. I know you have a set of guide-
lines, a guidance, I guess you would call it, to these agencies on
how to prioritize their responses to some of these high-risk legacy
systems.

Are any of the agencies on that right now? Have any of the agen-
cies actually adopted that guidance and are implementing it?

Mr. ScotTT. Let me clarify the guidance that you are referring to.
As a part of the Cyber National Action Plan, and the earlier Cyber
Sprint, we asked agencies to look at their high-value assets, and
then some corrective measures were taken immediately on the ini-
tial set of things.

There is a review going on now with a larger set of identified
high-value assets. That is in progress right now.

Mr. LYNCH. Maybe you could drill down on that a little bit more.
High value, is that the same as high risk? Because in the GAO re-
port, it indicated there was a guidance to prioritize high-risk legacy
systems. Now, that may not be high-value systems, but ones with
greatest vulnerability, I guess.

Mr. ScoTT. Let me talk about our guidance, generally.

It is best practice to constantly be evaluating your systems for
all kinds of different things. Risk would be one of the factors that
you would look at there. Technology obsolescence would be another
one. So that is, in fact, a part of our guidance.

Mr. LYNCH. Okay. It indicated in this report that the Depart-
ment of Transportation and USDA had started acting in compli-
ance with this. I thought you might have some information regard-
ing that.

Mr. Scott. It is work in progress right now.

Mr. LyNcH. All right.

Mr. POWNER. If I could clarify that?

Mr. LyNCH. Please.

Mr. POWNER. So there was draft guidance, and we did our re-
view. We think that guidance is really good. We would like to see
OMB finalize that guidance and have agencies apply the guidance,
so that we could have a prioritization of these things that need to
be replaced, similar to the chairman’s questions that he asked di-
rectly with this data call, and that we would like to see more action
on the prioritization and what we are tackling to modernize.

I actually think that’s needed to implement the modernization
fund, if, in fact, that moved forward.

Mr. LYNCH. Yes, it makes sense, especially when you talk about
the continuity problem that Mr. Cummings raised where, if Mr.
Scott leaves at some point, we want the person coming in behind
him to follow that same guidance and maintain those same prior-
ities and get that job done, rather than somebody coming in with
a whole new idea and taking us in a new direction.

So those are some of the problems we see coming down the pike.

But look, I appreciate your work, and I know you are all trying
to do the right thing. We just need to do it faster.

Thank you. I yield back.

Chairman CHAFFETZ. I thank the gentleman. I will recognize my-
self again. I want to pick up on Health and Human Services.
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Health and Human Services, unlike the DOD, which has had sig-
nificant cuts in its budget by billions of dollars in annual expendi-
ture, Health and Human Services has more than doubled—dou-
bled—the funding for your operations in the IT sector, going from
roughly $5.6 billion to more than $13 billion. So they are in a to-
tally different mode here.

Your responsibility includes CMS. Is that right?

Ms. KiLLORAN. That is correct.

Chairman CHAFFETZ. I want to talk about, for a second, Health
and Human Services has to deal with Medicare appeals. And from
the information I've read, the HHS Inspector General’s Office re-
ported that the Office of Medicare Hearings and Appeals, OMHA,
is still largely paper-based. It is so bad that Medicare contractors
were converting records from electronic to paper format to send to
administrative law judges.

Can you give us the status of where this is at and what is being
done to solve this?

Ms. KIiLLORAN. Thank you for the question.

Yes, that is the case, but they actually are in the process right
now of establishing a system to do that automated process. And
CMS is actually working with that organization, as that system
comes online, of how to integrate the medical appeals system with
the system that OMHA is working on right now.

Chairman CHAFFETZ. Health and Human Services entered into a
$1.3 billion settlement with hospitals to clear the backlog on Medi-
care appeals. This lack of automation, did that contribute to this
problem?

Ms. KiLLORAN. That I would have to get back to you on, because,
obviously, I need to get to program and get a full answer on what
were the factors in that particular issue.

Chairman CHAFFETZ. So with a little bit more specificity, when
do we expect the implementation of this plan that CMS—is there
a CMS plan?

Ms. KILLORAN. So the system that you are specifically talking
about is actually not in CMS. It is in the Office of Medicare Hear-
ings and Appeals. And yes, they do have a plan. That process—that
program is in development, and they are working toward an imple-
mentation within the next year.

Chairman CHAFFETZ. Are they building their own system or are
they buying something or leasing something?

Ms. KILLORAN. It is a combination of some custom development
and also commercial off-the-shelf.

Chairman CHAFFETZ. Has that been contracted out yet?

Ms. KIiLLORAN. Yes. Development is actually in plan. We are ac-
tually working with them to do security testing and are in the final
stages of development.

Chairman CHAFFETZ. We will send a letter, but are you com-
mitted to providing us the details of that plan?

Ms. KILLORAN. Yes, sir.

Chairman CHAFFETZ. Thank you. That would be very helpful.

Let me go back to the Department of Defense here. The Depart-
ment of Defense identified a system called the MOCAS, which
stands for Mechanization of Contract Administration Services. It is
an example of a mission-critical system scheduled for moderniza-
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tion. It had its 50th birthday in 2008, so it is a bit old. We con-
gratulate on how robust it is.

But this contract management payment system for DOD is joint-
ly managed by the Defense Contract Management Agency, the
DCMA, and DFAS, the Defense Finance and Accounting System.

It was originally developed, as I said, back in the 1960s. It sup-
ports business processes for more than 350,000 DOD active con-
tracts with roughly $1.6 trillion in contract obligations and entitle-
ments valued at approximately $230 billion annually.

The DOD in 2014 released a request for information for ideas on
how to modernize this. Can you give us a sense of where this mon-
ster is? And what is the plan is moving forward?

Mr. HALVORSEN. We definitely need to modernize the front end
of that system. One of the reasons that we are delayed a little bit
is, in looking at that, I wanted more input from the private sector.
This is one where I do believe we could buy the front end of this.

The backend of the system is in pretty good shape. It is old, but
it is in COBOL language. It supports it.

One of the things I do think that we want to recognize here is
that the front end of systems, obviously, many times, we need to
fix those. When you are interacting with customers, we’ve got that,
and we have examples of that. Some of these backend systems I
do think we want to make that investment the same way the pri-
vate sector would, which is to do the business case to say, “Does
it pay to change that?” In many cases right now, it will not pay
to change the backend of some of the systems we have.

COBOL is not going away anytime soon. The predictions you look
at},1 lit is going to be around as our major business system for a
while.

The front ends, make it look more consumer-friendly. Go with
what the private sector is doing there. And that is what we will
end up with here.

Chairman CHAFFETZ. When do you think you have a game plan
in order to actually address this?

Mr. HALVORSEN. By the end of the summer.

Chairman CHAFFETZ. Okay.

One more question back for Health and Human Services.

Today, the committee issued a report about Cover Oregon. We
looked at this for a year. The Federal Government, through HHS,
gave the State of Oregon more than $300 million to develop a Web
site. They never got a Web site. They never got any money back.

What is Health and Human Services doing about that?

Ms. KILLORAN. So that would be done through our grants pro-
grams, so we would actually have to talk to—I would have to get
back to you with our grant system owners and make sure I provide
you with the right answer of how they are doing oversight and giv-
ing the grants. It is outside of the purview that I have.

Chairman CHAFFETZ. So the money that is appropriated to
Health and Human Services for IT, help me on how it is broken
down. So you don’t feel any obligation, you have no responsibility
to oversee the grants that are given?

Ms. KiLLORAN. There are two sets of funds. There is internal IT
funding, which is $5 billion that we spend internally. That is where
the oversight I have authority and responsibility over.
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There is another over $7 billion that is given to our grants pro-
grams through that business mechanism. They are responsible
through legislation for providing those grants out to States, locals,
tribal, and education, universities, and other things for either ac-
cess to our systems or to do research on our behalf. All of that
funding is actually the responsibility of those individual programs
to provide out and to provide oversight to.

Chairman CHAFFETZ. Okay, you can let Health and Human Serv-
ices—they are about to get some inquiries from the Oversight Com-
mittee about what obligation they think they have or don’t have
when they give out a grant. Because in this case, $300-plus million
went out the door, again, no Web site and no money back.

I think there was a lot of misrepresentation. I think there was
fraud. I think there are potential criminal elements to this that we
have referred now to the Office of Attorney General here in the
United States and also the Attorney General, who we believe who
should recuse herself there in Oregon, because the mix of political
with the government, it was something that I believe was done
fraudulently.

We issued about a 150-page report, and we will continue to fol-
low up.

But I appreciate the clarification, because the grant system is the
majority of that IT budget, and it does make you wonder. We are
looking for $3 billion. There is $7 billion that is given to HHS that
is just given away to other entities not even within the Federal
Government.

So if we want to go capture and claw back and find $3 billion
to make major changes—I really am warming up to this idea that
Mr. Hoyer has presented, and Mr. Cummings and others.

And I do believe you and your perspective, Mr. Scott.

This may be the type of area where maybe we are going to have
to trim those feathers back in order to do the right thing with the
Federal dollars and the Federal obligations.

I will now recognize Mr. Cummings for 5 minutes.

Mr. CUMMINGS. Mr. Scott, I want to just follow up on a few
thinlgs. I want to go back to this modernization act and how it
works.

According to estimates by the administration, after an initial
funding of the $3.1 billion, the fund would be self-sustaining and
would address at least $12 billion in modernization projects over
the next 10 years. Is that right?

Mr. Scott. That is correct.

Mr. CuMMINGS. Can you explain to us how the fund would be
self-sustaining over that period of time?

Mr. ScorT. Essentially, as projects get funded, and then either
go live or—each project would have its own contracted repayment
schedule. As those funds are paid back to the fund, they could then
be reused for the next series of projects.

As was mentioned before, one of the criteria for funding a project
would be its elimination of risk, its adoption of modern technology,
and the business case that underlies it.

So we think there is a high likelihood, given the governance
model we put in place, that the funds would both be repaid, but
also be able to be reused.
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Mr. CUMMINGS. So how would the funds support modernization
projects that exceed the initial amount of funding?

Mr. ScoTT. The modernization fund could supplement what an
agency has in its budget and accelerate plans. That is one example.
We have seen cases where agencies are doing the right thing, but
they have a project that will last 5 or 6 or 7 years, and they tell
us they could do it in 2 or 3 years, save a ton of money, and start
the savings actually that would come from modernization much
sooner.

That is just one example of a business case.

Mr. CUMMINGS. As part of the proposal, the fund would be over-
seen by an independent review board, as I understand it, and that
would provide technical assistance to agencies in connection with
any upgrade projects the board approves. Is that the way it works?

Mr. ScotT. That is our proposal.

Mr. CUMMINGS. Can you explain how that review board would
work in overseeing the fund?

Mr. ScorT. Sure. The idea behind the board is we wanted to take
a more holistic look at the factors that make a project successful.
So is the right governance in place? Is this the right technical ar-
chitecture? Do we have the right procurement strategy in place? Do
the economics make sense?

Some of those kinds of factors that, frankly, in the private sector
are now just the norm and are sometimes missing from what we
see.

But we also, and this is an important point, want to encourage
cross-agency collaboration for shared services in some of these
projects. Getting that to work across agencies is not a mechanism
that works terribly well today.

Mr. CUMMINGS. So I take it one of the things that they would be
doing, this board, is trying to make sure that folks use best prac-
tices. Is that right?

Mr. Scorr. Correct.

Mr. CUMMINGS. And how would they accomplish that?

Mr. ScotT. First, the sharing of best practices as we find them
in the Federal Government is one of the key things, but we would
also leverage expertise from the private sector and make sure that
that was available to projects that are funded by the fund.

Mr. CUMMINGS. Now what are the cost savings the Federal Gov-
ernment would realize if this bill were adopted and implemented?
I mean, I know you have to guess that.

Mr. Scort. Well, I think our common experience in the private
sector is that if you get in a continuous refresh mode, you can ei-
ther do one of two things. You can either can increase your capac-
ity or you can lower costs, or something in between.

I think, in this case, we will see some of both. We have, certainly,
agencies where there is more demand than we can satisfy today,
and some of the savings could be used to address that demand. But
we have many other cases, such as data center consolidation,
where this activity would accelerate consolidation and accelerate
savings, and that money could then be used for other purposes.

Mr. CUMMINGS. So I guess it would be safe to say that it would
exceed the $3.1 billion.
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Mr. ScoTT. I'm quite comfortable in that. You saw it in the chart
that I showed earlier. We have direct evidence where injection of
modernization funds leads to savings, and the question is just, do
we want to accelerate that?

Mr. CUMMINGS. My last question, folks in Washington—that is
us, Members—get concerned about risk. What are the arguments
against doing something like this?

Mr. ScoTT. Well, I think the risk that we all see is that we have
an accelerating amount of risk. The longer we don’t address these

Mr. CUMMINGS. That is the greater risk.

Mr. ScorT. That is the greater risk. I am quite concerned about
it, in total.

In particular, it is not just applications. We also have to address
the infrastructure, the networks and the storage and all of the
other components, not just the applications. We have to address
this holistically.

Mr. CuMMINGS. I want to thank all of you very much.

Mr. Chairman, I yield back.

Chairman CHAFFETZ. Thank you. I would just like to allow you
each 30 or 45 seconds, you can go shorter or a little bit longer, if
you want. What are the things the Congress, what would you like
to see us do in order to make sure we are moving in the right direc-
tion?

Let’s start with Mr. Scott and go this direction.

Mr. Powner, you take a lot longer, if you like.

Mr. Scotrt. Sure. I'll be quick, because I think I have said most
of what I had to say earlier.

But I appreciate the support this committee has shown for this
important topic. And in formulating the idea for the modernization
fund, we looked at a number of different alternatives. Our team at
OMB asked a bunch of hard questions about how else could we do
this, what would be the best way, what is faster rather than slow-
er, what is more effective? We borrowed heavily from private sector
best practice, in terms of formulating this.

While we are open to any alternative that makes sense, it is our
recommendation at this point that this is the best we can think of,
in terms of how to go forward.

So I appreciate all the support that we felt in a bipartisan way
on this topic. Thank you.

Chairman CHAFFETZ. Thank you.

Ms. KiLLORAN. So HHS also agrees that what OMB is putting
forward on the ITMF is the right move. Being able to invest in our
technology and making sure that we are using technology that is
current, that is scalable, and meets not only the needs of today, but
is scalable for the needs of the future, is the right direction for us
to go into.

We have been able to make small incremental changes with the
funding that we have, and we have actually seen those successes.
So we are a good case study on what positively can happen in this
type of situation, and we would be willing, obviously, to share that
not only with the members of this committee, but also with OMB
as we move forward and work to adopt this model.

Thank you.
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Chairman CHAFFETZ. Thank you.

Mr. Halvorsen?

Mr. HALVORSEN. I thank the committee. This committee has
taken this problem seriously, and I do appreciate that. And I think
you've understood the complexity of the problem, which is very
helpful, in itself.

The other area that this committee has been helpful with, and
I hope that will continue, is giving us some flexibility on how we
hire the cyber and IT work force.

Thank you.

Chairman CHAFFETZ. Thank you. I happen to agree. I think the
personnel issue is probably as big as anything. Attracting the tal-
ent, retaining the talent, I mean, it’'s—I have a new son-in-law, a
couple weeks old, this son-in-law. But he just graduated and that
kid is more employable than I am, so I agree.

[Laughter.]

Mr. Milholland, you are now recognized.

Mr. MiLHOLLAND. Thank you for asking that question. I think
there are two things. I put it in my written statement and in my
opening remarks.

It comes down to, from an IT point of view, certainty in our
budget, at least restore us back to the levels we were at a number
of years ago. It has really handicapped our ability to modernize our
legacy environments and our aging infrastructure and provide the
services that taxpayers need.

The second thing deals with the people issue you just mentioned,
and it is the streamlined critical pay authority. We have nine IT
folk who a year from now will disappear. They are absolutely crit-
ical to the architecture work we are doing for legacy system mod-
ernization, the engineering, the implementation and operations.
And they said that they would serve their country, but right now,
if the law is not renewed, they will literally leave and increase the
risk on the IT organization to serve the taxpayers of this country.

So thank you.

Chairman CHAFFETZ. Again, not your fault, not your issue, the
senior leadership, the Commissioner himself, is the number one im-
pediment to moving those things forward. Nobody believes him. No-
body trusts them. He is not trustworthy.

I think that problem will continue to linger as long as he is the
Commissioner. If he changes out, I think the world will change.

Mr. Powner, you are now recognized.

Mr. POWNER. Mr. Chairman, I would like to thank you for high-
lighting this legacy IT issue. We talked a lot today also about tran-
sition. There is a lot of talent sitting here to the left of me. And
I would like to highlight the importance of FITARA and your ef-
forts in ensuring that we continue to implement that law.

The first part of FITARA is about strengthening CIO authorities.
We need more CIOs like some of the folks sitting here. But
FITARA is also about understanding what we spend on IT and
then executing it.

Legacy IT management is executing, so it is all part of FITARA.

So your grades looking at areas you looked at to date have made
a lot of progress to date, and we need to continue to make progress
through this transition period that we are in.
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Chairman CHAFFETZ. Thank you. It is important, and again, par-
ticularly to the agencies that are represented, and those that
aren’t, it really is the FITARA model, I think, is a way for us to
gain perspective and set reasonable goals and do self-analysis and
be candid in where we'’re at.

Again, I want to thank you all personally for your commitment
to our country. It’s a difficult thing. If this was easy, it would have
been done a long time ago.

Making these transitions away from legacy systems, that is a
major, major overhaul and very difficult project, to say the least.

So I appreciate your expertise and working with this committee
and your presence here today.

The committee stands adjourned.

[Whereupon, at 11:12 a.m., the committee was adjourned.]
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Major Information Technology Acquisition Failures Per GAO

In the 2015 High Risk Report, GAO identified the following as examples of failed IT
investments:

The Department of Defense’s (DOD) Expeditionary Combat Support System, which was
canceled in December 2012, after spending more than a billion dollars and failing to
deploy within 5 years of initially obligating funds. Major Automated Information
Systems: Selected Defense Programs Need to Implement Key Acquisition Practices,
GAO-13-311 (Mar. 2013), Appendix I, Profiles of Selected DOD MAIS Programs, at
62-63.

The Department of Homeland Security’s Secure Border Initiative Network program
which was ended in January 2011, after obligating more than $1 billion to the program,
because it did not meet cost-effectiveness and viability standards. Secure Border
Initiative: DHS Needs to Strengthen Management and Oversight of Its Prime
Contractor, GAO-11-6 (Oct. 2010) at 3-4, 6.

The Department of Veterans Affairs (VA) Financial and Logistics Integrated
Technology Enterprise Program, which was intended to be delivered by 2014 at a total
estimated cost of $609 million, but was terminated in October 2011 due to challenges in
managing the program. This program was the successor to an earlier program that also
failed after spending $249 million. Information Technology: Actions Needed to Fully
Establish Program Management Capability for VA's Financial and Logistics Initiative,
GAO-10-40 (Oct. 2009) at 2-13.

The Office of Personnel Management’s Retirement Systems Modemization program,
which was cancelled in February 2011, after spending approximately $231 million on the
agency’s third attempt to automate the processing of federal employee retirement claims.
Federal Retirement Processing: OPM Is Pursuing Incremental Information Technology
Improvements after Canceling a Modernization Plagued by Management Weaknesses,
GAO-13-580T (May 2013) at 5-11.

The National Occanic and Atmospheric Administration, Department of Defense, and the
National Aeronautics and Space Administration’s National Polar-orbiting Operational
Environmental Satellite System, which was a tri-agency weather satellite program that
was terminated in February 2010 after having spent 16 years and almost $5 billion on the
program, which a presidential task force decided to disband. Polar-Orbiting
Environmenial Satellites: Agencies Must Act Quickly to Address Risks that Jeopardize
the Continuity of Weather and Climate Data, GAO-10-558 (May 2010) at 6-15.

The VA Scheduling Replacement Project, which was terminated in September 2009 after
spending an estimated $127 million over 9 years. Information Technology: Management
Improvements are Essential to VA's Second Effort to Replace its Qutpatient Scheduling
System, GAO-10-579 (May 2010) at 4-9.
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What GAO Found

The federal government spent about 75 percent of the total amount budgeted for
information technology (IT} for fiscal year 2015 on operations and maintenance
{O&M) investments. Such spending has increased over the past 7 fiscal years,
which has resuited in a $7.3 billion decline from fiscal years 2010 to 2017 in
development, modernization, and enhancement activities.

Total Federal IT Spanding by Type (in billions)

B

$7.3 bitfien

dectine since

20 2014 2012 2013 2014 2018 2018 2047

Is] it i and Dperations and

Bruirce: GAC analysis of agency data. | GAU-16.455

Specifically, 5,233 of the government's approximatety 7,000 IT investments are
spending all of their funds on O&M activities. Moreover, the Office of
Management and Budget (OMB) has directed agencies to identify {T O&M
expenditures known as non-provisioned services that do not use solutions often
viewed as more efficient, such as cloud computing and shared services.
Agengcies reported planned spending of nearly $55 bilfion on such non-
provisioned IT in fiscal year 2015. OMB has developed a metric for agencies to
measure thelr spending on services such as cloud computing and shared
services, but has not identified an associated goal. Thus, agencies may be
timited in their ability to evaluate progress.

Tany O&M investments in GAC's review were ideniified as moderate {o high risk
by agency CiOs, and agencies did not consistently perform required analysis of
these at-risk investments. Further, several of the at-risk investments did not have
plans o be retired or modernized. Until agencies fully review their at-risk
investments, the govemnment’s oversight of such investments will be fimited and
its spending could be wasteful.

Federal legacy IT investments are becoming increasingly obsolete; many use
outdated software languages and hardware parts that are unsupported.
Agencies reported using several systems that have componants that are, in
some cases, at least 50 years old. For example, Department of Defense uses 8-
inch floppy disks in a legacy system that caordinates the operational functions of
the nation's nuclear forces. In addition, Department of the Treasury uses
assembly language code—a computer language initially used in the 1950s and
typically tied to the hardware for which it was developed. OMB recently began an
initiative to modernize, retire, and replace the federal government’s legacy IT
systems. As part of this, OMB drafted guidance requiring agencies to identify,
prioritize, and plan to modermize Jegacy systems. Howaver, until this palicy is
United States Government Accountability Office
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finalized and fuily executed, the government runs the risk of maintaining systems
that have outiived their effectiveness. The following table provides examples of
legacy systems across the federal government that agencies report are 30 years
or oider and use obsolete software or hardware, and identifies those that do not
have specific pfans with time frames to modernize or replace these investments.

of Legacy ir ts and Systems
Investment Agency-  Specific, defined plans for
Agency or system Description reported age modernization or repiacement
Department of individual The authoritative data source for individual taxpayers ~56 No - The agency has generat
the Treasury ~ Master File  where accounts are updated, taxes are assessed, plans to replace this investment,
and refunds are generated. This investment is written but there is no firm date
in assembly language code—a low-level computer associated with the transition.
cede that is difficuit to write and maintain—and
operates on an IBM mainframe.
Department of Business Retains all tax data pertaining to individual business ~58 No - The agency has generai
the Treasury Master File  income taxpayers and reflects a continuously updated plans to update this system, but
and current record of each taxpayer's account. This there is no time frame
investment is also written in assembly jJanguage code established for this transition.
and operates on an IBM mainframe
Department of Strategic Coordinates the operational functions of the United 53 Yes - The agency plans to
Defense Automated  States’ nuclear forces, such as intercontinentat update its data storage solutions,
Command batlistic missiles, nuclear bombers, and tanker port expansion processors,
and Control  support aircrafts. This system runs on an iBM portable terminals, and desktop
System Series/1 Computer—a 1970s computing system-— terminais by the end of fiscai
and uses B-inch floppy disks. year 2017.
Department of Personnet Automates time and attendance for employees, 53 Yes - The agency pians to
Veterans and timekeepers, payroll, and supervisors. it is written in replace it with a project called
Affairs Accounting  Commeon Business Oriented Language (COBOL)}—a Human Resources Information
Integrated programming language developed in the 1850s and System Shared Service Center
Data 1960s—and runs on {BM mainframes. in 2017,
Department of Benefits Tracks claims filed by veterans for benefits, eligibility, 51 No - The agency has genera}
Veterans Delivery and dates of death. This system is a suite of COBOL plans to roil capabilities into
Affairs Network mainframe applications. another system, but there is no
firm time frame associated with
this transition.
Department of Sentry Provides information regarding security and custody 35 Yes - The agency pfans to
Justice levels, inmate program and work assignments, and update the system through
other pertinent information about the inmate September 2016.
popufation. The system uses COBOL and Java
programming fanguages
Sociat Title § Determines retirement benefits efigibility and 31 Yes - The agency has ongoing
Security Systems amounts. The investment is comprised of 162 modernization efforts, including

Administration

subsystems written in COBOL.

one that is experiencing cost and
schedule chalfenges due to the
complexities of the legacy
software,

Source: GAO analysis of 1T Dashiboard dsta, agency documentation, and interviews, | GAD-16-468

Note: Age was reported by agencies. Systems and investments may have individual components

newer than the reported age.
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m .S, GOVERNMENT ACCOUNTABILITY OFFICE

441 G St. NW.
Washington, DC 20548

May 25, 2016

The Honorable Ron Johnson

Chairman

Committee on Homeland Security and Governmental Affairs
United States Senate

The Honorabie Jason Chaffetz

Chairman

Committee on Oversight and Government Reform
House of Representatives

The federal government spends more than $80 billion annually on
information technology (T}, with about 75 percent reportedly spent on
operating and maintaining existing (legacy) IT systems. Given the size
and magnitude of these investments, it is important that agencies
effectively manage the operations and maintenance (O&M) of existing
investments.

Our objectives were to {1) assess federal agencies’ IT O&M spending, (2}
evaluate the oversight of at-risk legacy investments, and (3) assess the
age and obsolescence of federal IT.

Our review of O&M spending included the Office of Management and
Budget (OMB) and the 26 agencies that report to OMB's IT Dashboard.’
For specific information on individual systems or investments, we focused
on the 12 agencies that reported the highest planned IT spending for

*in June 2009, OMB established the IT Dashboard, a public website that provides detailed
information on major 1T investments at 26 federal agencies. The 26 agencies are the
Departments of Agriculture, Commerce, Defense, Education, Energy, Health and Human
Services, Homeland Security, Housing and Urban Development, the Interior, Justice,
Labor, State, Transportation, the Treasury, and Veterans Affairs; U.S. Army Corps of
Engineers, Environmental Protection Agency, General Services Administration, National
Aeronautics and Space Administration, Nationat Archives and Records Administration,
National Science Foundation, Nuciear Regulatory Commission, Office of Personnet
Management, Smatl Business Administration, Sociat Security Administration, and U.S.
Agency for international Development.
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fiscal year 2015, given that these agencies make up over 90 percent of
reported federal IT spending.?

To assess federal agencies’ IT O&M spending, we reviewed data
reported to OMB as part of the budget process for fiscal years 2010
through 2017. We analyzed that data to determine whether spending had
changed over those years and compared OMB’s associated performance
measure to federal best practices.?

We evaluated the extent to which the 12 selected federal agencies are
performing oversight on their existing legacy investments by reviewing
agency IT Dashboard data to identify investments in O&M that had been
identified as being moderate to high risk. We also reviewed agency
documentation such as TechStat documentation and operational
analyses, as available,

To assess the age and obsolescence of federal IT, we reviewed agency
documentation, such as operational analyses and enterprise architecture
documents, and interviewed agency officials on issues related to legacy
investments. We also requested that the 12 agencies provide a list of
their three oldest systems. In some cases, agencies reported that they do
not track the ages of individual systems. In those cases, we requested
that the agency provide their three oldest IT investments. We also
compared OMB and agencies’ current practices with federal guidance,
such as OMB's Circular No. A-11: Preparation, Submission, and
Execution of the Budget and its associated supplement on capital assets,
to determine whether OMB and agencies are adequately managing the
age and obsolescence of federal [T. In addition, we profiled selected
systems and investments. To seleci those, we selected a system or
investment that was identified as one of the agency's oldest or had been
identified as being at-risk. in particular, we selected one system or
investment per agency using factors such as investment type (major or

2These agencies are the Departments of Agricuiture, Commerce, Defense, Energy, Health
and Human Services, Homeland Security, Justice, State, Transporiation, the Treasury,
Veterans Affairs, and the Social Security Administration.

3Department of the Navy, Office of the Chief Information Officer, Guide for Developing and
Using Information Technology (IT) Performance Measurements (Washington, D.C.:
October 2001), and General Services Administration, Office of Gavernmentwide Palicy,
Performance-Based Management: Eight Steps To Develop and Use Information
Technology Performance Measures Effectively (Washington, D.C.; 1998).
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non-maijor), system or investment age, and risk ievel. We reviewed
agency documentation and interviewed agency officials on the profiled
systems or investments.

To assess the reliability of the OMB budget data and {T Dashboard data,
we reviewed related documentation, such as OMB guidance on budget
preparation, capital planning, and T Dashboard submissions. in addition,
we corroborated with each agency that the data downloaded were
accurate and reflected the data it had reported to OMB. We determined
that the data were reliable for the purposes of our reporting objectives.
Details of our objectives, scope, and methodology are contained in
appendix 1.

We conducted this performance audit from Aprit 2015 to May 2016 in
accordance with generally accepted government auditing standards.
Those standards require that we ptan and perform the audit to obtain
sufficient, appropriate evidence to provide a reasonable basis for our
findings and conclusions based on our audit objectives. We believe that
the evidence obtained provides a reasonable basis for our findings and
conclusions based on our audit objectives.

Background

Over the last three decades, Congress has enacted several laws to assist
agencies and the federal government in managing IT investments. For
example, to assist agencies in managing their investments, Congress
enacted the Clinger-Cohen Act of 1996.4 This act requires OMB to
establish processes to analyze, track, and evaluate the risks and results
of major capital investments in information systems made by federal
agencies and report to Congress on the net program performance
benefits achieved as a result of these investments. Most recently, in
December 2014, Congress enacted {T acquisition reform legislation
(commonly referred to as the Federal Information Technology Acquisition
Reform Act or FITARA)® that, among other things, requires OMB to
develop standardized performance metrics, including cost savings, and to
submit quarterly reports to Congress on cost savings.

440 U.S.C. § 11101, et seq.
®Pub. L, No. 113-291, div. A, title VI, subtitle D ,128 Stat. 3292, 3438-50 (Dec. 19, 2014).
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In carrying out its responsibilities, OMB uses several data collection
mechanisms to oversee federal IT spending during the annual budget
formulation process. Specifically, OMB requires federal departments and
agencies to provide information related to their Major IT Business Cases
(previously known as exhibit 300) and IT Portfolio Summary (previously
known as exhibit 53).°

» Major IT Business Case. The purpose of this requirement is to
provide a business case for each major IT investment and to alfow
OMB to monitor [T investments once they are funded. Agencies are
required fo provide information on each major’ investment's cost,
schedule, and performance.

» IT Portfolio Summary. The purpose of the iT portfolio summary is to
identify all IT investments—both major and non-major —and their
associated costs within a federai organization. This information is
designed, in part, to heip OMB better understand what agencies are
spending on IT investments.

OMB directs agencies to break down iT investment costs into two
categories: (1) O&M and (2) development, modernization, and
enhancement (DME). O&M (aiso known as steady state) costs refer to
the expenses required to operate and maintain an IT asset in a
production environment. DME costs refers to those projects and activities
that lead to new IT assets/systems, or change or modify existing IT
assets to substantively improve capability or performance.

Beginning in 2014, OMB directed agencies to further break down their
0O&M and DME costs to identify provisioned IT service costs. A
provisioned IT service is one that is (1) owned, operated, and provided by
an outside vendor or external government organization and {2) consumed
by the agency on an as-needed basis. Examples of provisioned IT service
could include cloud services or shared services from another federal

SOMB Circular No. A-11, Preparation, Submission, and Execution of the Budget (June 30,
2015).

7According o OMB guidance, a major IT investment requires special management
attention because of its importance to the mission or function ta the government;
significant program or policy implications; high executive visibility; high development,
operating, or maintenance costs; unusual funding mechanism; or definition as major by
the agency’s capital planning and investment contral process.
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agency or a private service provider. About 8.5 percent of federal
agencies’ plannad spending for fiscal year 2016 has gone foward
provisioned 1T services, leaving the vast majority of spending going
toward T that is non-provisioned. Figure 1 shows the breakdown in
planned spending for fiscal year 2016.

Figure 1: Planned Funding of IT investments for Fiscal Year 2018, in biflions

$55.9 billion
Non-provisioned operations and
maintenance

- $18.7 billion
Non-provisionad development,
modernization, and enhancement

$5.8 billion

Provisioned operations and mainienance

$1.1 billion {1%)
Provisioned development, modernization,
and enhancament

Soros: GAD anadysis of Offics of Manages

snerd and Budged's Informatior

Further, OMB has developed guidance that calls for agencies fo develop

an operational analysis policy for examining the ongoing performance of

existing legacy IT investments to measure, among other things, whether

the investment is continuing to meet business and customer needs.® This
guidance cails for the policy to provide for an annual operational analysis
of each investment that addresses cost, schedule, customer satisfaction,
strategic and business resulls, financial goals, and innavation,

Nevertheless, federal IT investments have too frequently falled or
incurred cost overruns and schedule slippages while contributing little to

SomB, Freparation, Submission, and Execution of the Budgst, Cireular No. A-11 (June 30,
2015); OMB Memarandum M-10-27 {June 2010}, requites agencies io establish a policy
for performing operational apalyses on steady state investments as a part of managing
and monitoring investment basslines. Parts of this guidance do not apply to the
Department of Defense.
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mission-related outcomes. The federat government has spent billions of
dollars on failed and poorly performing IT investments which often
suffered from ineffective management, such as project planning,
requirements definition, and program oversight and governance.®

Accordingly, in February 2015, we introduced a new government-wide
high-risk area, Improving the Management of IT Acquisitions and
Operations.’ This area highlights several critical IT initiatives underway,
including reviews of troubled projects, an emphasis on incrementai
development, a key transparency website, data center consolidation, and
the O&M of legacy systems.

To make progress in this area, we identified actions that OMB and the
agencies need to take. These include implementing the recently-enacted
statutory requirements promoting IT acquisition reform, as well as
implementing our previous recommendations. in the last & years, we
made approximately 800 recommendations to OMB and multiple
agencies to improve effective and efficient investment in iT. As of October
2015, about 32 percent of these recommendations had been
implemented.

OMB’s Recent Major
Initiatives for Overseeing
IT Investments

OMB has implemented a series of initiatives to improve the oversight of
underperforming investments and more effectively manage {T. These
efforts include the following:

« T Dashboard. in June 2009, to further improve the transparency into
and oversight of agencies’ IT investments, OMB publicly deployed the
IT Dashboard. As part of this effort, OMB issued guidance directing
federal agencies to report, via the Dashboard, the performance of
their {T investments. Currently, the Dashboard publicly displays
information on the cost, schedule, and performance of over 700 major
federal IT investments at 26 federal agencies. Further, the public
display of these data is intended to aliow OMB, other oversight
bodies, and the general public to hold the government agencies

gG/-}\O. Information Technology: OMB and Agencies Need to More Effectively Implement
Major initiatives fo Save Biliions of Dolfars, GAO-13-796T (Washington, D.C.: July 25,
2013).

"°GAO, High-Risk Series: An Update, GAO-15-290 (Washington, D.C.: Feb. 11, 2015).
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accountable for results and progress. Among other things, agencies
are to submit ratings from their Chief information Officers (CIO),
which, according to OMB's instructions, should reflect the levet of risk
facing an investment relative to that investment's ability to accomplish
its goals. To do so, each agency ClO is to assess his or her {T
investments against a set of six pre-established evaluation factors
identified by OMB and then assign a rating of 1 (high risk and red) to 5
(low risk and green) based on the ClO’s best judgement of the level of
risk facing the investment. Over the past several years, we have
made over 20 recommendations to help improve the accuracy and
reliability of the information on the [T Dashboard and to increase its
availability. " Most agencies agreed with our recommendations or had
no comment,

« TechStat reviews. In January 2010, the Federal ClO began leading
TechStat sessions—face-to-face meetings to terminate or turn around
IT investments that are failing or are not producing resuits. These
meetings involve OMB and agency leadership and are intended to
increase accountability and improve performance. OMB aiso
empowered agency ClOs to begin to hold their own TechStat
sessions within their respective agencies by June 2012. In June 2013,
we reported that OMB and selected agencies held multiple TechStats,
but additionai OMB oversight was needed to ensure that these
meetings were having the appropriate impact on underperforming
projects and that resulting cost savings were valid.'? Among other
things, we recommended that OMB require agencies to address high-
risk investments. OMB generally agreed with this recommendation.
However, as of October 28, 2015, OMB had only conducted one
TechStat review in the prior 2 years and OMB had not listed any

"GAO, IT Dashboard: Agencies Are Managing Investment Risk, but Related Ratings
Need fo Be Mare Accurate and Available, GAO-14-64 (Washington, D.C.: Dec. 12, 2013);
Information Technology Dashboard: Opportunities Exist to Improve Transparency and
QOversight of Investment Risk at Select Agencies, GAC-13-98 (Washington, D.C.: Oct. 16,
2012); IT Dashboard: Accuracy Has Improved, and Additional Efforts Are Under Way to
Better inform Decision Making, GAO-12-210 (Washington, D.C.: Nov. 7, 2011);
Information Technology: OMB Has Mada Improvements to lts Dashboard, but Further
Work Is Needed by Agencies and OMB to Ensure Data Accuracy, GAO~11-262
(Washington, D.C.: Mar. 15, 2011); and /nformation Technology: OMB’s Dashboard Has
Increased Transparency and Oversight, but Improvements Needed, GAO-10-701
{Washington, D.C.: July 16, 2010).

12GAO, Information Technology: Additional Executive Review Sessions Needed to
Address Troubled Projects, GAO-13-524 (Washington, D.C: June 13, 2013).
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savings from TechStats in its quarterly reporting to Congress since
June 2012.

« Cloud computing strategy. In order to accelerate the adoption of
cloud computing solutions across the government, OMB’s 25-Point {T
Reform Pian included a “Cloud First” policy that required each agency
CIO to, among other things, implement cloud-based solutions
whenever a secure, refiable, and cost-effective cloud option exists.™
Building on this requirement, in February 2011, OMB issued the
Federal Cloud Computing Strategy, which provided definitions of
cloud computing services; benefits of cloud services, such as
accelerating data center consolidations; case studies to support
agencies’ migration to cloud computing; and roles and responsibilities
for federal agencies.* In April 2016, we reported, ' among other
things, that we had identified 10 key practices that if included in cloud
service agreements can help agencies ensure services are performed
effectively, efficiently, and securely. OMB's guidance, released in
February 2012, included most of the key practices, and we
recommended that OMB include all 10 key practices in future
guidance.

« PortfolioStat reviews. To better manage existing [T systems, OMB
faunched the PortfolioStat initiative in March 2012, which requires
agencies to conduct an annual, agency-wide {T portfolio review to,
among other things, reduce commodity IT'® spending and
demonstrate how their IT investments align with the agency’s mission
and business functions. In 2013 and 2015 we reported'” that agencies

3OMB, 25-Point Implementation Plan to Reform Federal information Technology
Management (Washington, D.C.: Dec. 9, 2010}.

4OMB, Federal Cloud Computing Strategy (Washington, D.C.: Feb. 8, 2011).

SGAO, Cloud Computing: Agencies Need to Incorporate Key Practices to Ensure
Effective Performance, GAO-16-325 (Washington, D.C.: Apr. 7, 2016).

®According to OMB, commodity T includes services such as 1T infrastructure {data
centers, networks, desktop computers and mobile devices); enterprise IT systems (e-rmail,
collaboration tools, identity and access management, security, and web infrastructure);
and business systems (finance, human resources, and other administrative functions).

7GAO, Information Technology: Additionaf OMB and Agency Actions Are Needed to
Achieve Portfolia Savings, GAO-14-65 (Washington, D.C.: Nov. 8, 2013); and /nformation
Technology: Additional OMB and Agency Actions Needed to Ensure Portfolio Savings Are
Realized and Effectively Tracked, GAO-15-296 (Washington, D.C.. Apr. 16, 2015).
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had the potential to save at least $3.8 billion through this initiative.
However, we noted that weaknesses existed in agencies’
implementation of the initiative; therefore, we made more than 60
recommendations to OMB and agencies. OMB partially agreed with
our recommendations, and responses from 21 of the agencies varied,
with some agreeing and others not.

« IT Shared Services Strategy. In May 2012, OMB released its
Federal IT Shared Services Strategy.*® The strategy requires
agencies to use shared services—IT functions that are provided for
consumption by multiple organizations within or between federal
agencies—for {T service delivery in order to increase return on
investment, eliminate waste and duplication, and improve the
effectiveness of IT solutions. Examples of commodity IT areas to
consider migrating to a shared environment, as described in the
strategy, include software licenses, e-mail systems, and human
resource systems.

GAO Has Reported on the
Need to Improve
Oversight of Legacy IT

We have previously reported on iegacy T and the need for the federal
government to improve its oversight of such investments. For example, in
October 2012, we reported on agencies’ operational analyses policies
and practices. As previously mentioned, operational analysis is a key
performance evaluation and oversight mechanism required by OMB to
ensure O&M investmenis continue to meet agency needs. In particular,
we reported that although OMB guidance called for agencies to develop
an operational analysis policy and perform such analyses annually, the
extent to which the selected five federal agencies we reviewed carried out
these tasks varied significantly. Specifically, the Departments of
Homeland Security (DHS) and Health and Human Services (HHS)
developed policies and conducted analyses, but excluded key
investments and assessment factors. The Departments of Defense
(Defense), the Treasury (Treasury), and Veterans Affairs (VA) had not
developed a policy or conducted operational analyses. As such, we
recommended that the agencies develop operational analysis policies,

"®OMB, Federal Information Technology Shared Services Strategy (Washington, D.C.;
May 2, 2012).

"9GAO, Information Technology: Agencies Need to Strengthen Oversight of Billions of

Doltars in Operations and Maintenance Investments, GAD-13-87 (Washington, D.C.: Oct.
16, 2012).
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annually perform operational analyses on all investments, and ensure the
assessments include all key factors. Further, we recommended that OMB
revise its guidance to inciude directing agencies to post the resuits of
such analyses on the T Dashboard. OMB and the five selected agencies
agreed with our recommendations and have efforts planned and
underway to address them. In particular, OMB issued guidance in August
2012 directing agencies to report operational analysis resuits along with
their fiscal year 2014 budget submission documentation (e.g., exhibit 300}
to OMB. Thus far, operational analyses have not yet been posted on the
IT Dashboard.

We further reported in November 2013 that agencies were not conducting
proper analyses. Specifically, we reported® on IT O&M investments and
the use of operational analyses at selected agencies and determined that
of the top 10 investments with the largest spending in O&M, only the DHS
investment underwent an operational analysis. DHS’s analysis addressed
most, but not all, of the factors that OMB catlled for {e.g., comparing
current cost and scheduie against original estimates). DHS officials
attributed this to the department still being in the process of implementing
its new operational analysis poficy. The remaining agencies did not
assess their investments, which accounted for $7.4 billion in reported
O&M spending. Agency officials cited several reasons for not doing so,
including relying on budget submission and related management reviews
that measure performance; however, OMB has noted that these are not a
substitute for an operational analysis. Consequently, we recommended
that seven agencies perform operational analyses on their IT O&M
investmentis and that DHS ensure that its analysis was complete and
addressed all OMB factors, Three of the agencies agreed with our
recommendations; two partially agreed; and two agencies had no
comments.

20GAQ, Information Technalogy. Agencies Need fo Strengthen Quersight of Multibillion
Du//gr Investments in Operations and Maintenance, GAD-14-66 (Washington, D.C.: Nov.
6, 2013).
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fooo s nna e e e
Government-wide

Spending on IT
Operaticns and
Maintenance Is
Increasing

Federal agencies reported spending the majority of their fiscal year 2015
IT funds on operating and maintaining a large number of legacy (i.e.,
steady-state) investments. Of the mare than $80 billion reportedly spent
on federat 1T in fiscal year 2015, 26 federal agencies® spent about $61
billion onn O&M, more than three-quarters of the total amount spent.
Specifically, data from the IT Dashboard shows that, in 2015, 5,233 of the
government's nearly 7,000 investments were spending all of their funds
on O&M activities. This is a little more than three times the amount spent
on DME activities (See figure 2).

Figure 2: Fiscal Year 2015 Federal Spending on {T Operations and Maintenance and
Development, Modernization, and Enhancement

vvvvvv Operations and mainiehance

- Development, modernization, and
enhancement

Fanagement and v information Tachnology [eshboad

According to agency data reported to OMB's IT Dashboard, the 10 1T
investments spending the most on Q&M for fiscal year 2015 total $12.5
hitlion, 20 percent of the total O&M spending, and range from $4.4 biltion
on the Department of Health and Human Services’ (HHS) Centers for
Medicare and Medicaid Services’ Medicaid Management Information

“This $80 billion reprasents what 26 agencies reported to OMB on planned T spending.
However, this 380 billion figure is understated. This figure does not include spending for

Defense classified [T systems; and 58 independent executive branch agencies. including
the Central intelligence Agency. Additionally, not all exacutive branch IT investments are
inctuded in this estimate because agencies have differed on what they considered an IT

investment. For example, some have considered research and development systems as
IT investments, while others have not.

Page 11 GAD-16-468 Legacy Systems



109

System? to $666.1 million on HHS’s Centers for Medicare and Medicaid
Services IT Infrastructure investment (see table 1).

Tabie 1: Ten Largest E di on Op ions and Mai nce in s in

Fiscal Year 2015, in millions

Fiscal year 2015

Agency Investment funds in millions
Department of Centers for Medicare and Medicaid Services'

Health and Human Medicare Management Information Systemn®

Services $4,381.0
Department of Defense Information Systems Network

Defense $1,252.2
Department of Medical IT Support

Veterans Affairs $1,2349
Department of Next Generation Enterprise Netwark

Defense increment 1 $1,057.7
Sacial Security {nfrastructure Operations and Maintenance

Administration $864.0
Department of Enterprise T Support

Veterans Affairs $809.5
Department of Network Enterprise Technology Command

Defense $767.5
Department of Network Enterprise Center Staff Operations

Defense Costs $752.8
Department of Non-Defense Information Systems Network

Defense Telecomm $688.8
Department of Centers for Medicare and Medicaid Services

Heatith and Human  IT Infrastructure — Ongaing

Services $666.1
Total $12,474.5 million

Source: GAD analysis of agency bucgetary data, | GAD-16-468
Note: *This Investment represents the federal share of state Medicaid systems’ cost. in technical

comments on a draft of this report, the Department of Health and Human Services stated that it does
not manage any of these 1T assets or controt how this money is spent.

22The 50 states, the District of Columbia, and the 5 U.S. territories each administer a
state-based Medicaid pragram. Every state must implement a claims processing and
information retrieval system to support the administration of the program. This investment
represents the federal share of state Medicaid systems' cost. in technical comments on a
draft of this report, HHS stated that it does not manage any of these IT assets or controf
how this money is spent
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Spending on O&M Has Over the past 7 fiscal years, O&M spending has increased, while the
Increased over 7 Years amount invested in developing new systems has decreased by about
$7.3 billion since fiscal year 2010. (See figure 3.)

Figure 3: Summary of IT Spending by Fiscal Year from 2010 through 2017 (Dollars in Billions}

$7.3 billion

decline since

2010

2010 2011 2012 2013 2014 2018 2048 2047

Fiscal years

fan, and

Operations and mainisnance
i

Saures s of agens

25, | GAO-16-483

Note: According to DOD officials, the departmant’s fiscal year 2010 (T expenditures reported 1o the IT
Dashboard includes both fied and uncl pending, whereas its fiscal yaar 2011 {0 2047
expenditres only inchsde unclassified spending.

Further, agencies have increased the amount of O&M spending relative
to their overall IT spending by 9 percent since 2010. Specifically, in fiscal
year 2010, O&M spending was 88 percent of the federal IT budget, while
in fiscal year 2017, agencies plan to spend 77 percent of their T funds on
Q&M. (See figure 4.)
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Figure 4: Percentage of IT Spending on Operations and Maintenance from Fiscal
Year 2010 to Fiscal Year 2017

$pending (in biions)
3807
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2

$56.8 558.1 $61.2
40
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Q
2010 2011 2012 2013 2014 2015 2016 2017
Fiscal years
Total imformation techinology spending
mm—— Total cperations ad maintenznce spending
Squrce GAD anayuis of anency data | GAGH G408

Further, 15 of the 26 agencies have increased their spending on Q&M
from fiscal year 2010 to fiscal year 2015, with 10 of these agencies
having over a $100 million increase. The spending changes per agency
range from an approximately $4 billion increase (HHS) to a decrease of
$600 million (National Aeronautics and Space Administration). See table
2 for more details on agency spending.
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Table 2: Change in Agency Spending on Operations and Maintenance from Fiscat

Year 2010 to 2015

Agency

Change in spending,
in mitlions (percent change)

Department of Health and Human Services

$4.288.7 (-10.5%)

Department of Veterans Affairs

$792.8 (2.5%)

Department of Homeland Security

$632.8 (16.6%)

Department of Agriculture

$582.0 (6.6%)

Department of Transportation

$361.3 (6.8%)

Sociat Security Administration

$292.0 (9.4%)

Department of Justice

$258.0 (14.6%)

Department of the Treasury

$211.4 {-8.1%)

Department of the Interior

$116.8 (5.0%)

Department of State

$109.0 (-0.9%)

Department of Labor

$80.9 (2.2%)

Department of Education

$61.3 (19.5%)

Nuclear Regulatory Commission

$27.0 (5.6%)

Nationatl Science Foundation

$15.0 (1.0%)

Office of Personnel Management

$10.5 (-16.3%)

Small Business Administration

$-32(11.1%)

National Archives and Records Administration

$-4.7 (9.3%)

U.S. Agency for International Development

$-8.6 (19.1%)

General Services Administration

$-19.7 (-5.9%)

Environmentai Protection Agency

$28.4 (7.0%)

U.S. Army Corps of Engineers

$-38.4 (3.5%)

Department of Housing and Urban Development

$-50.7 (-1.5%})

Department of Commerce

$-112.8 (17.0%)

Department of Energy

$-303.5(1.8%)

Department of Defense

$-450.3 (13.9%)

National Aeronautics and Space Administration

$-600.2 (1.2%)

Source: GAD analysis of IT Dashboard data. | GAO-16-458

In addition, 20 of the 26 agencies have increased the percentage of total
IT spending on O&M from fiscal year 2010 to fiscal year 2015, with 13
agencies having an increase of over 5 percent. The percentage of total {T
spending on O&M ranges from a 20 percent increase (Department of
Education) to a 16 percent decrease (Office of Personnel Management).
Appendix i} provides detailed information on agency spending on
operations and maintenance from fiscal year 2010 to fiscal year 2015.
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According to agency officials, reasons for the increase in O&M spending
include the recent shift of major systems from DME to O&M (as the
investment completed development activities and began O&M activities),
and rising costs to maintain legacy IT infrastructure, such as those that
use older programming languages. They also noted that improved
reporting (i.e., ensuring that O&M expenditures were properly reported as
0&M instead of as DME) has made it appear that O&M spending has
increased.

For example, a DHS official in the Office of the CIO stated that one
reason for the increased spending on O&M as a percentage of ifs total is
because initially DHS had high DME spending to setup the agency, but
now that the major parts of the agency are established, the funding has
shifted to O&M.2 DHS officials stated that they anticipate future increases
in DME funding as prioritized IT modernization efforts are approved and
funded. Further, an official in Department of State’s (State) Bureau of
information Resource Management stated that the increase is largely due
to increased costs of maintaining the infrastructure, including meeting
security requirements. Moreover, VA officials stated that updates to its
technology are the primary reason for the increase in spending. In
addition, an official in HHS's Office of the ClO stated that the increased
spending on O&M was largely due to grants to states and local entities for
new programs, such as the Affordable Care Act.

Conversely, several agencies have decreased spending on O&M. For
example, as we have previously reported, the Department of Energy
(Energy) reduced spending by approximately $300 mitlion, which it
attributed to the reclassification of high performance computers from the
IT portfolio to facilities.?* According to Energy officials, these investments
were re-categorized because they include both supercomputers and
faboratory facilities.?® Similarly, the Department of Commerce
(Commerce) reduced spending by approximately $110 million and
attributed it to the reclassification of satellite ground systems from its IT
portfolio. in making this decision, Commerce determined that it needed to

2°DHS was estabiished in 2002 and combined 22 different departments and agencies into
one cabinet-level agency.

4GAD-14-54.

SwWhile Energy has reportedly established a separate process to report to OMB on these
computers, these expenditures are not included in federal estimates of IT O&M spending.
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refocus oversight efforts to a more appropriate level and consequently
minimized the role of the CIO and others in the oversight of satellites. We
disagreed with these reclassifications, and reported that they run contrary
to the Clinger-Cohen Act of 1986, which specifies requirements for the
management of IT. Further, we reported that by gathering incomplete
information on IT investments, OMB increases the risk of not fuffilling its
oversight responsibilities, of agencies making inefficient and ineffective
investment decisions, and of Congress and the public being misinformed
as to the performance of federal IT investments. We recommended that
Energy and Commerce appropriately categorize their IT investments, but
both agencies disagreed.

A policy analyst within OMB’s Office of E-Government and information
Technology expressed concern when agencies, or their bureaus, spend a
low percentage of their IT funds on DME. The analyst further stated that
this could indicate that the agency’s maintenance costs are reducing its
flexibility and the agency or bureau is unable to innovate. For example, 5
of the 26 agencies that report to the T Dashboard reported spending less
than 10 percent on DME activities in fiscal year 2015 (see table 3).

o ————
Table 3: Federal Agencies Reporting Less than 10 Percent of Their IT Spending on
Development, Modernization, and Enhancement {DME}) in Fiscal Year 2015

Percent spent

Agency on DME activities
Department of Housing and Urban Development 7.55%
Department of the Interior 8.17%
Environmental Protection Agency 9.92%
Nationat Aeronautics and Space Administration 8.70%
U.S. Army Corps of Engineers 0.75%

Source: GAG analysis of IT Dashboard date. | GAG-16-468

Further, 34 percent of bureaus (i.e., 51 of the 151) spent less than 10
percent on DME. For more details on the bureaus spending iess than 10
percent on DME activities, see appendix 1il.

According to agency officials, reasons for these bureaus’ low spending on
DME include the size and mission of the bureau (e.g., smaller bureaus do
not perform much DME work), as well as several bureaus having recently
completed major DME work that is now in the O&M phase. Further,
according to Commerce officials, one of their bureaus had no actual iT
systems in its budget, as its IT has been absorbed by headquarters, and
thus any DME spending is part of the Office of IT Services’ budget.
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OMB staff in the Office of E-Government and !nformation Technology
have recognized the upward trend of O&M spending and identified
several contributing factors, including (1) the support of O&M activities
requires maintaining legacy hardware, which costs more over time, and
(2) costs are increased in maintaining applications and systems that use
older programming fanguages, since programmers knowledgeable in
these older languages are becoming increasingly rare and thus more
expensive. Further, OMB officials stated that in several situations where
agencies are not sure whether to report costs as O&M or DME, agencies
defauit to reporting as O&M. According fo OMB, agencies tend to
categorize investments as O&M because they attract less oversight,
require reduced documentation, and have a lower risk of losing funding.

Less than a Quarter of
Federal IT Spending Is
Categorized as
Provisioned

OMB encourages agencies to adopt provisioned {T services, such as
cloud computing and shared services, to make IT more efficient and agile,
and enable innovation.?® Specifically, it provides an approach for
agencies to implement cloud-based solutions whenever a secure,
reliable, and cost-effective cloud option exists and to use shared services
for IT service delivery in order to increase return on investment, eliminate
waste and duplication, and improve the effectiveness of IT solutions.
Further, as part of its guidance on the implementation of recent IT
legistation,” OMB identified a series of performance metrics for agencies’
PortfolioStat sessions to measure the federal government's progress in
driving value in federal iT investments. One measure is the percent of IT
spending on non-provisioned O&M spending. An OMB official stated that
focusing on the O&M spending that has not been provisioned will allow
OMB to identify legacy systems in need of modernization.

Federal agencies reported spending $55 billion—69 percent of total {T
spending—on non-provisioned O&M in fiscal year 2015, with the percent
allocated to non-provisioned O&M varying by agency. For example, State
allocates about 87 percent of its iT spending on non-provisioned O&M,
whereas the Department of Transportation (DOT) allocates 50 percent.
See figure 5 for details on agencies’ planned spending allocations.

280MB, Federal Cloud Computing Strategy, (Washington, D.G.: Feb. 8, 2011).

270M8, Management and Oversight of Federal Information Technology, M-15-14
{(Washington, D.C.; June 10, 2015).
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Figure 5; Allocation of Planned {T Spanding for Fiscal Year 2018, by agency
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Additionally, OMB has not identified an associated goal with its non-
provisioned 1T measure that is part of PortfolioStat process, An OMB
official within the Office of E-Government and Information Technology
stated that the aim is for the amount of spending on DME and provisioned
IT services to rise, thus reducing the percent of spending on non-
provisioned {T. This official also stated that OMB has not identified
specific goal for the measure because it would be ever changing. While
goals for performance measures may change over time, it is stilf
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important for OMB to set a target by which agencies can measure their
progress in meeting this measure.

in particular, leading practices stress that organizations should measure
performance in order to evaluate the success or failure of their activities
and programs.?® Performance measurement invoives identifying
performance goals and measures, identifying targets for improving
performance, and measuring progress against those targets. Without
links to outcomes and goals, organizations are not able to effectively
measure progress toward those goals. Further, OMB’s own website,
performance.gov?® states that when measuring performance, a goal is a
simple but powerful way to motivate people and communicate priorities.
In addition, the website states that the federal government operates more
effectively when agency leaders, at all levels of the organization, starting
at the top, set clear measurable goals aligned to achieving better
outcomes.

Until OMB develops a specific goal associated with measuring non-
provisioned services, OMB and agencies will be fimited in their ability to
evaluate progress that has been made and whether or not they are
achieving their goals to increase the amount spent on development
activities and provisioned T services.

Many O&M
Investments Were at
Risk and Lacked
Proper Oversight

According to OMB guidance,® the O&M phase is often the iongest phase
of an investment and can consume more than 80 percent of the totai
lifecycle costs. As such, agencies must actively manage their investment
during this phase. To help them do so, OMB requires that CiOs submit
ratings that reflect the level of risk facing an investment.

25Department of the Navy, Office of the Chief Information Qfficer, Guide for Developing
and Using Information Technology (iT) Performance Measurements (Washington, D.C :
October 2001); and Generatl Services Administration, Office of Governmentwide Policy,
Performance-8ased Management: Eight Steps To Develop and Use Information
Technology Performance Measures Effectively (Washington, D.C.; 1996).

%0 2011, OMB established a single, performance-related website
{http://performance.gov) that is intended to provide both a public view into government
performance te support transparency as well as providing executive branch management
capabilities to enhance senior ieadership decision making.

*00MB, Preparation, Submission, and Execution of the Budget, Circular No. A-11 {2015).
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Several O&M investments were rated as moderate to high risk in fiscai
year 2015. Specifically, CIOs from the 12 selected agencies reported that
23 of their 187 major IT O&M investments were moderate to high risk as
of August 2015. They requested $922.9 million in fiscal year 2016 for
these investments. Of the 23 investments, agencies had plans to replace
or modernize 19 investments. However, the pians for 12 of those were
general or tentative in that the agencies did not provide specificity on time
frames, activities to be performed, or functions to be replaced or
enhanced. Further, agencies did not ptan to modernize or replace 4 of the
investments (see table 4).

Table 4: Moderate to High-Risk Operations and Maintenance investments

ClO rating, as  Specific, defined plans for modernization or
Agency Investment title (IT portfolio) of August 2015 replacement
Departmentof  Resource Ordering and Status System® Moderate Yes - Agency pians to replace the system in 2018
Agriculture Pubtic Safety Land Mobile Radio System  Moderate No - Agency recently began a modernization
initiative; however, it is not clear when it will be
completed.

Forest Service Computer Base Moderate No - Agency has general plans to restructure the
investment to aliow better visibility into the underlying
systems, but has not provided ptans for functions to
be replaced or enhanced.

Enterprise Telecommunications Shared High Yes - Agency has several modernization efforts

Services underway, including one to consolidate networks.

Department of  National Oceanic and Atmospheric High Yes - Agerncy plans to retire the system in fiscal year
Commerce Administration/ National Weather Service 2017, and replace it with a new system.

Telecommunication Gateway System®

Office of Chief information Officer Moderate No - Agency has general pians to update cyber

Enterprise Cyber Security Monitoring and monitoring across the agency, but has not provided

Operations specific activities or timelines associated with this
effort.

Department of ~ Contractor Business Financial and Moderate No - Agency has no firm future ptans for refirement

Energy Administrative Systems® or modernization.

Department of  Centers for Medicare and Medicaid Moderate No - The agency has general plans for continuous

Heaith and Services Medicare Appeals System” modernization, as funding aliows; but has not

Human Services provided specific activities or timelines associated
with this effort.

Trusted Intermet Connection Investment High® No - Agency has general ptans to continually
evaluate the investment and perform necessary
improvements as needed; but has not provided plans
for specific functions to be replaced or enhanced.

Department of  Immigration and Customs Enforcement-  Moderate Yes - Agency has specific plans to improve the care

Homeland
Security

Detention and Removal Operations
Modernization

database infrastructure in fiscal year 2016.
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CiO rating, as  Specific, defined plans for modernization or

Agency fnvestment titie (IT portfolio} of August 2015 replacement

Immigration and Customs Enforcement - [T Maderate
Infrastructure

Yes - Agency plans to replace its iT equipment that
is outdated in 2016.

National Protection and Programs Moderate No - Agency has general plans for minor

Directorate - Infrastructure Security enhancements, but has not provided specific

Comptiance - Chemical Security timefines associated with this effort.

Assessment Too}

OneNet Moderate No - Agency has general plans for continuous
updates fo this investment as user requirements
change, but has not provided specific timelines
associated with this effort.

Coast Guard - Vessel Logistics System Moderate No - Agency has plans to decommission one system
within the investment in 2016. The agency has
general plans to replace the full investment in the
future with the Logistics Information Management
System, but there is no firm transition date.

Coast Guard - Core Accounting System Moderate Yes - Agency plans to retire the system in fiscal year

Suite® 2018 with a migration to federal shared services.

Coast Guard - Standard Workstation Moderate No - Agency has general plans, including a migration

Infrastructure Recapitaiization and to Windows 10, but did not provide dates on when

Sustainment this would happen

Customs and Border Protection - Tacticai  Moderate Yes - Agency plans to decommission obsotete

Communications Modernization

equipment by the end of fiscal year 2017.

Customs and Border Protection - High®
Integrated Fixed Towers

No - Agency has no plans for retirement or
modernization at this time because the investment
only reached initiai operating capability in October
2015. it plans to reach final operating capability in
fiscal year 2020.

National Protection and Programs Moderate
Directorate ~ Federat Protective Service

Tac Com Equipment and Support

No - Agency has general pians to update the
program, but no firm date associated with the effort.

Customs and Border Protection - Tethered Moderate
Aerostat Radar System

No - Agency has no plans for replacement or
modernization of the investment, but is currently
undergoing an analysis of alternatives to determine
whether they should modernize or replace the
system.

Customs and Border Protection ~ TRIRIGA Moderate

No - Agency has no pians for replacement or
madernization of the investment.

Department of
the Treasury

Departmental Offices IT infrastructure
Mainframes and Servers Services and
Support

Moderate

No - Agency has general plans to update this
investment, but has not provided specific activities or
timelines associated with this effort.

Departmentat Offices IT Infrastructure End  Moderate
User Systems and Support

No - Agency has general plans to update this
investment, but has not provided specific activities or
timelines associated with this effort.

Source: GAQ analysis of IT Dashboard data, agency documentation, and interviews. | GAO-16-468

Notes:

“Investment was sefected for profiling and wili be discussed further in an appendix of the report.
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“According to agency officials, this investment has since been lowered to moderate risk.
The lack of specific plans to modernize or replace these investments
could result in wasteful spending on moderate- and high-risk investments.

Many O&M Investments
Lacked Reviews and
Oversight

In instances where investments experience problems, agencies can
perform a TechStat, a face-to-face meeting to terminate or turn around [T
investments that are failing or not producing results.®* in addition, OMB
directs agencies to monitor O&M investments through operational
analyses, which should be performed annuaily and assess costs,
schedules, whether the investment is stili meeting customer and business
needs, and investment performance.

While agencies generally conducted the required operational analyses,
they did not consistently perform TechStat reviews on all of the at-risk
investments. Table 5 provides details on the 23 investments and whether
the operational analyses and TechStats were performed.

Table §: At-Risk investments and Required Analyses and Oversight Activities

Operational
TechStat analysis

Agency Investment petformed  performed
Department of Resource Ordering and Status System X X
Agriculture Public Safety Land Mobile Radio System X
Forest Service Computer Base X
Enterprise Telecommunications Shared Services X
Department of National Oceanic and Atmospheric Administration/ National Weather Service X X
Commerce Telecommunication Gateway System
Office of Chief Information Officer Enterprise Cyber Security Monitoring and
QOperations
Department of Contractor Business Financial and Administrative Systems X X
Energy
Department of Centers for Medicare and Medicaid Services Medicare Appeals System X X
Heaith and Trusted internet Connection Investment X

Human Services

3 OMB, 25-Point Implementation Plan to Reform Federaf information Technology
Management (Washington, D.C.: Dec. 9, 2010).
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Operational
TechStat analysis

Agency investment performed  performed
Deparntment of immigration and Customs Enforcement - Detention and Removat Operations X
Homeland Modernization
Security immigration and Customs Enforcement - IT Infrastructure X
National Protection and Programs Directarate - infrastructure Security Compliance - X
Chemical Security Assessment Tool
OneNet X
Coast Guard - Vessel Logistics System X
Coast Guard - Core Accounting System Suite X
Coast Guard - Standard Workstation Infrastructure Recapitalization and X
Sustainment
Customs and Border Protection - Tactical Communications Modernization X
Customs and Border Protection - Integrated Fixed Towers
National Protection and Programs Directorate — Federal Protective Service Tac X X
Com Equipment and Support
Customs and Border Protection - Tethered Aerostat Radar System X
Customs and Border Protection — TRIRIGA X

Department of the Departmental Offices {T infrastructure Mainframes and Servers Services and

Treasury Support

Departmental Offices {T infrastructure End User Systems and Support

Source. GAQ analysis of agancy documentation. ] GAC-16-468

Although not required, agencies had performed TechStats on only five of
the at-risk investments. Moreover, TechStats were not performed on
three of the four investments rated as high risk:

« DHS's Customs and Border Protection ~ integrated Fixed Towers,

« HHS’s Trusted Internet Connection Investment, and

« U.S. Department of Agriculture’s (USDA) Enterprise
Telecommunications Shared Services.

Agencies provided several reasons for not conducting TechStats. For
example, according to agency officials, several of the investments’ risk
levels were reduced to low or moderately-low risk in the months since the
IT Dashboard had been publicly updated.® An Acting Deputy Executive
Director in DHS's Enterprise Business Management Office stated that the

*2The public portion of the IT Dashboard is not updated during the formulation of
President’s Budget.
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agency had performed an internal “health assessment” on its integrated
Fixed Towers investment, understood the issues it was facing, and
decided that a TechStat was not necessary. An official from HHS's Office
of the CIO stated that, at the time it was evaluated, its Trusted internet
Connection Investment did not meet its internal TechStat criteria of
having cost variance over 10 percent. An official from USDA’s Office of
the ClO stated that while the office did not hold a formal TechStat, the
program was required to work on a corrective action plan and has since
been upgraded from high to moderate risk.

It should be noted that recent legisiation requires agencies to perform a
review of each major {T investment that receives a high-risk rating for 4
consecutive quarters.® Further, the associated OMB guidance requires
agencies to hold a TechStat on an investment if it has been rated as high
risk for 3 consecutive months.**

in addition, operational analyses were not conducted for four at-risk
investments. These investments were:

« Commerce’s Enterprise Cyber Security Monitoring and Operations,

« DHS's Integrated Fixed Towers,

« Treasury's Departmental Offices IT Infrastructure Mainframes and
Servers Services and Support, and

« Treasury's Departmental Offices IT Infrastructure End User Systems
and Support.

An official from Commerce's Office of the CIO stated that, in place of
operational analyses, National Weather Service (the responsible bureau)
reviews the status of the previous month’s activities for the devetopment,
integration, modification, and procurement to report issues to
management. However, Commerce’s monthly process does not include
all of the key elements of an operational analysis. The integrated Fixed
Towers Program Manager stated that since the investment had only

3340 U.5.C. § 11302(c)(4). The statute does not specify that a TechStat must be
conducted but requires a review that shall identify the (1) root causes of the high risk, (2)
extent to which the causes can be addressed, and (3} probability of future success. The
assessment of Defense’s major IT investments may be accomplished in accordance with
10 U.S.C. § 2445c.

*omB, Management and Oversight of Federal information Technology, Memorandum M-
156-14 (Washington, D.C.: June 10, 2015)
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become operational in October 2015, an operational analysis was not yet
required. DHS plans to perform the analysis on the investment in August
2017. Performing the analysis once the investment is operational will
enable DHS to determine whether it is meeting the needs of the agency
and delivering the expected value.

The Director of Treasury’s Capital Planning and investment Contro!
program stated that the department’s policy does not require
infrastructure investments to have an operationa! analysis performed.®
However, OMB’s guidance on operational analyses does not exclude
infrastructure investments.

Until agencies ensure that their O&M investments are fully reviewed, the
government's oversight of old and vulnerable investments will be impaired
and the associated spending couid be wasteful.

L
IT Investments Are

Becoming Obsolete
and Agencies Are Not
Required to Identify
Investments That
Need Attention

Legacy IT investments across the federal government are becoming
increasingly obsolete. Specifically, many use outdated fanguages and old
parts. Numerous old investments are using obsolete programming
fanguages. Several agencies, such as the Department of Justice
(Justice), DHS, HHS, Treasury, USDA, and VA, reported using Common
Business Oriented Language (COBOL)~-a programming language
developed in the late 1950s and early 1960s—to program their legacy
systems. It is widely known that agencies need to move to more modern,
maintainable languages, as appropriate and feasible. For example, the
Gartner Group, a leading IT research and advisory company, has
reported that organizations using COBOL should consider replacing the
language and in 2010 noted that there should be a shift in focus to using
more modern languages for new products.®®

In addition, some legacy systems may use parts that are obsolete and
more difficuit to find. For instance, Defense is stiil using 8-inch floppy

3ps of 2015, Treasury's bureau, the Intemai Revenue Service, developed and
implemented a process to prioritize its operations support activities that addresses
prioritization and comparison of IT assets against each other and criteria for making
selection and prioritization decisions.

3eGartner, IT Market Clock for Application Development, August 2010.
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disks in a legacy system that coordinates the operational functions of the
United States’ nuclear forces.*” (See figure 6).

Figure &: Example of an 8-Inch Floppy Disk

Hovrce: GAD, | SAC-18462

Further, in some cases, the vendors no longer provide support for
hardware or software, creating security vulnerabilities and additional
costs. For example, each of the 12 selected agencies reported using
unsupported operating systems and components in their fiscal year 2014
reports pursuant to the Federal Information Security Management Act of
2002. Commerce, Defense, DOT, HHS, and VA reported using 1980s’
and 1990s Microsoft operating systems that stopped being supported by
the vendor more than a decade ago.

introduced in the 1970s, the B-inch floppy disk is a disk-based storage medium that
holds 80 kilobytes of data. In comparison, a single modarn flash drive can contain data
from the equivalent of more than 3.2 million floppy disks.
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Lastly, legacy systems may become increasingly more expensive as
agencies have to deal with the previously mentioned issues and may pay
a premium to hire staff or contractors with the knowledge to maintain
outdated systems. For exampie, one agency (SSA) reported re-hiring
retired employees to maintain its COBOL systems.

Selected agencies reported that they continue to maintain old
investments in O&M. For example, Treasury reported systems that were

about 56 years old.

Table 6 shows the 10 oldest investments and/or systems, as reported by
selected agencies.* Agencies reported having plans to modernize or
replace each of these investments and systems. However, the plans for
five of those were general or tentative in that the agencies did not provide
specific ime frames, activities to be performed, or functions to be
replaced or enhanced. For a full list of the agencies’ reported oldest

systems, see appendix V.

Table 6: Ten Oldest IT Investments or Systems as Reported by 12 Selected Agencies

Agency-
tnvestment reported  Specific, defined plans for
Agency or system Description age modernization or replacement
Department of  Individuat Master ~ This investment is the authoritative data source ~56 No - A new investment will
the Treasury File for individual taxpayer accounts whare accounts eventually replace this
are updated, taxes are assessed, and refunds investment, but there is no firm
are generated during the tax filing period. itis date associated with the
written in assembly language code—a low-level ransition.
computer code that is difficult to write and
maintain. However, the hardware has been
upgraded to a more modern {BM mainframe.
Department of Business Master ~ This investment retains all tax data pertaining to ~56 No - The agency has general

the Treasury

File

individual business income taxpayers and
reflects a continuously updated and current
record of each taxpayer’s account. it is aiso
written in assembly language code and
operates on an |BM mainframe.

plans to update this system, but
there is no date associated with
this update.

3BNot alt agencies track systems and their associated ages in the same manner—some
frack individual systems and others track by investment. An investment may be made up
of several systems and infrastructure. In some cases, agencies were unsure of the actual
age of the system or investment and had fo approximate the initiation date.
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Agency-
investment reported  Specific, defined pians for
Agency or system Description age modernization or replacement
Department of  Strategic This system coordinates the operational 53 Yes - The agency is planning to
Defense Automated functions of the United States’ nuclear forces, update data storage solutions,
Command and such as intercontinentat ballistic missiles, POrt expansion processors,
Controf System nuclear bombers, and tanker support aircrafts. it portable terminals, and desktop
runs on an IBM Series/1 Computer—a 1870s terminals; which are all
computing system-—and uses 8-inch ftoppy scheduled to be completed by
disks. the end of fiscal year 2017.
Department of  Personnel and This system automates time and attendance for 53 Yes - The agency plans to
Veterans Accounting employees, timekeepers, payrol, and replace it with a project called
Affairs integrated Data supervisors. it is written in COBOL—a Human Resources Information
programming language developed in the 1950s System Shared Service Center
and 1960s~and runs on {BM mainframes in2017.
Depariment of Compass This system is @a command and controf system 52 Yes - The systemn is currently
Defense that is used for defiberate and crisis action using an Oracle 11g database,
ptanning, strategic maobility analysis, and but the agency plans to migrate it
mobilization and deployment movement to a 2012 SQL server by the end
execution. it runs on a Windows 2008 server of the year.
and is programed in Java-—a programming
tanguage first released in 1995. i also uses a
2009 Oracle 11g database.
Department of  Benefits Delivery  This system tracks claims filed by veterans for 51 No - The agency has general
Veterans Network benefits, eligibility, and dates of death. ltis a plans to rolf capabilities into
Affairs suite of COBOL mainframe appfications. another system, but there is no
firm date associated with this
transition.
Department of Hazardous This system allows the agency to maintain ~48 Yes - All legacy components
Transportation Materiais comprehensive information on hazardous within this system are scheduled
information materials incidents. The software applications to be replaced by 2018
System at the and processes used by the system, such as
Pipeline and Classic Active Server Pages and
Hazardous Microsoft NET, have become outdated and
Materiais Safety costly to maintain. in addition, the system uses
Administration an application that is no fonger supported by the
manufacturer, which can cause security risks,
among other issues.
Department of  National Oceanic  This investment includes three information 46 No - The agency has general

Commerce

and Atmaospheric
Administration/
National Weather
Service
Dissemination
Systems

dissemination systems used to provide the US
public and emergency managers warnings of
severe weather events. if runs a variety of
operating systems and software, including
Windows Server 2003, which is no longer
supported by the vendor, and uses a variety of
programming languages including FORTRAN—
a high-level programming tanguage developed
in the 1950s for scientific and engineering
applications.

plans tc continuously update
system components.
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Agency-

Investment reported  Specific, defined plans for
Agency or system Description age modernization or replacement
Department of  National Oceanic  This investment supports systems that include 46 No - The agency has generat
Commerce and Atmospheric  meteoroiogical, oceanographic, tsunami, and plans for continucus incremental

Administration/ climate observing platforms. It runs on both upgrades to this investment

National Weather Windows and Linux operating systems,

Service/ National  including Windows Server 2003, which is no

Data Buoy Center longer supported by the vendor. in addition, it

Ocean Observing  uses a version of Oracle that is also no longer

System of fully supported by the vendor. This investment

Systems also uses a variety of programming languages,

including FORTRAN.

Department of immigration and This system is used by the agency to track 39 Yes - The agency plans to

Homeland Customs

Security Enforcement -
Hiring Tracking
Systems

current and prior hiring actions and maintains
information about individuals who are selected
for vacant positions. it runs on a 2008 {BM z10
mainframe using COBOL, among other
tanguages. The web component runs on a
Windows 2012 server using Java.

replace the existing mainframe
with a service-oriented
architecture to allow for
integration with new systems
beginning in fiscal year 2016,
contingent upon receiving
funding.

Source. GAD analysis of sgency data. | GAD-16-465

Note: Systems and investments may have selected components newer than the reporled age

Separately, we profiled one system or investment from each of the 12
selected agencies. The selected systems and investments range from 11
to approximately 56 years old, and serve a variety of purposes. For
example, Treasury's Individual Master File was first initiated about 56
years ago and currently is the authoritative data source for individual
taxpayer accounts where accounts are updated, taxes are assessed, and
refunds are generated during the tax filing period. In addition, DOT's
profiled system was initiated about 46 years ago and allows the agency to
maintain comprehensive information on hazardous materials incidents. Of
the 12 investments or systems, agencies had plans to replace or
modernize 11 of these. However, the plans for 3 of those were general or
tentative in that the agencies did not provide specificity on time frames,
activities to be performed, or functions to be replaced or enhanced.
Further, there were no plans to replace or modernize 1 investment. The
profiles of these systems and investments are summarized in table 7 and
can be found in appendix V.
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Table 7: Summary of investments and Systems Profiled in Appendix V

Agency-
fnvestment reported Specific, defined plans for
Agency or system Description age modernization or replacement
Department of National Weather  This investment is the nation’s hub for the 31 Yes ~ The agency plans to retire
Commerce Service colection and distribution of weather data and the system in fiscal year 2017 and
Telecommunication products. The agency replaced its hardware replace it with a new system.
Gateway and software with Power7 IBM servers and
Unix operating systems; however, the
investment still lacks full backup capabitity for
26 percent of its functions.
Department of  Strategic This system coordinates the operational 53 Yes - The agency is planning to
Defense Automated functions of the nation’s nuclear forces. This update data storage soiutions,
Command and system is running on an iBM Series/1 port expansion processors,
Control System Computer—a 1970s computing system-——and portable terminals, and desktop
uses 8-inch floppy disks. terminals are scheduled for
completion by the end of fiscal
year 2017. A full system
replacement is scheduled to be
completed in fiscaj year 2020
Department of Core Accounting This investment is the primary financiat 18 Yes - The agency plans o
Homeland System Suite management system for the Coast Guard and transition to federal shared
Security other Department of Homeland Security services in fiscal year 2018
agencies. The system relies on outdated and
heavily customized Oracle Federal Financials
software that was first available in 2004, and
the extended vendor support for the software
ended in November 2013, As a resuit, it has
become expensive to support. Further, it relies
on Windows 2003 servers and any changes
would require recoding of many functions within
its suite. In some cases, Coast Guard is unable
10 upgrade the system to the newest version of
software because it is dependent on older
versions of supporting software.
Depariment of Hazardous Material This system maintains and provides access to ~46 Yes - The agency is developing a

Transportation

information System

comprehensive information on hazardous
materials incidents, among other things. The
software applications and processes used by
the system, such as Classic Active Server
Pages and Microsoft. NET, have become
outdated and costly to maintain. in addition, the
systermn uses an application that is no longer
supported by the manufacturer, which can
cause security risks, among other issues

new system to replace legacy
moduies and plans to retire the
legacy modules by the end of
fiscal year 2018.
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Agency-
investment reported Specific, defined plans for
Agency or system Description age modernization or replacement
Department of  Contractor This investment is the business and 12 No - The agency does not have

Energy

Business Financial
and Administrative
Systems

administrative systems for a management and
operating contractor, tiquid waste contractor,
and the site security contractor to manage
human resources, financial reporting, supply
chain, and project management. it runs on
Windows and Unix servers and uses Oracle’s
PeopiaSoft applications. The investment has
gone through several updates, with the last
including the retirement of 16 associated legacy
applications in 2011.

future plans for retirement or
modernization

Department of
Health and
Human
Services

Medicare Appeals
System

This system facilitates the maintenance and
transfer of case-specific data with regard to
Medicare appeals through muitiple tevels of the
appeal process. The systern runs on a Solaris
10 operating system and uses commercial-off-
the-shelf systems for case management and
reporting.

" No - The agency has general
plans to continuously update the
system

Department of
Justice

Sentry

This system provides information regarding
security and custody levels, inmate program
and work assignments, and other pertinent
information about the inmate population. When
the system was first deployed, it was comprised
of approximately 700 program routines written
in COBOL. and ran on a mainframe platform,
Over the years, the agency has updated the
system tc allow for web accessibifity.

35 Yes — The agency plans to update
the user interface and integrate
system data through September

2018.

Social Security
Administration

Title 1 Systems

These systems determine retirement benefits
eligibility and amounts. The investment is
comprised of 162 subsystems, and some are
still written in COBOL.

31 Yes - The agency has ongoing
modernization efforts, including
one that is experiencing cost and
schedule challenges due to the
complexities of the legacy
software

Department of
State

Diversity Visa
information System

This system is an electronic case management
system to track and validate application
information submitted by foreign nationals
under the Diversity Visa immigration program
The interface software, PowerBuilder, is no
fonger supported by the vendor.

No - The agency plans to replace
the investment at an unknown
date and has general plans to
upgrade unsupported software to
a new version, which is also not
supported,

Department of
the Treasury

Individual Master
File

This investment is the authoritative data source
for individual taxpayer accounts where
accounis are updated, taxes are assessed, and
refunds are generated during the tax filing
period. This investment is written in assembty
language code-——a low-level computer code that
is difficult to write and maintain--and operates
on an IBM mainframe.

~58 No - The agency plans fo replace
the investment at an unknown

date
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Agency-
investment reported Specific, defined plans for
Agency or system Description age modernization or repiacement
Department of Resource Ordering  This investment mobilizes and deploys a 18 Yes - The agency plans to replace
Agricuiture and Status System  multitude of resources, including quatified the system in 2018.

individuals, teams, aircraft, equipment, and
supplies to fight wildland fires and respond to all
hazard incidents. One of the applications the
system uses is no fonger supported by the
vendor, creating vuinerability issues.

Department of
Veterans
Affairs

Personnel and
Accounting
Integrated Data

This system automates time and attendance for 53 Yes - The agency plans to replace
employees, timekeepers, payroll, and most of the system’s functionafity
supervisors. This system is written in COBOL— in 2017.

a programming Janguage developed in the
1950s and 1960s——and runs on IBM
mainframes.

Source: GAO anelysis of agericy documentation and irtorviews. | GAO-16-468

Note: Systems and investments may have components newer than the reported age.

We have previously provided guidance that organizations shouid
periodically identify, evaluate, and prioritize their investments, including
those that are in O&M,; at, near, or exceeding their planned life cycles;
and/or are based on technology that is now obsolete, to determine
whether the investment should be kept as-is, modernized, replaced or
retired.*® This critical process allows the agency to identify and address
high-cost or low-value investments in need of update, replacement, or
retirement.

Agencies are, in part, maintaining obsolete investments because they are
not required to identify, evaluate, and prioritize their O&M investments to
determine whether they should be kept as-is, modernized, replaced, or
retired. According to OMB staff from the Office of E-Government and
information Technology, OMB has created draft guidance that will require
agencies to identify and prioritize legacy information systems that are in
need of replacement or modernization. Specifically, the guidance is
intended to develop criteria through which agencies can identify the
highest priority legacy systems, evaluate and prioritize their portfolio of
existing IT systems, and develop modernization plans that wilt guide
agencies’ efforts to streamline and improve their IT systems.

*®GAO, Information Technology Investment Management: A Framework for Assessing
and Improving Process Maturity, Version 1.1, GAO-04-364G (Washington, D.C.: March
2004).
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The draft guidance includes time frames for the efforts regarding
developing criteria, identifying and prioritizing systems, and pianning for
modernization, However, OMB did not commit to a firm time frame for
when the policy would be issued. Untit OMB's policy is finalized and
carried out, the federal government runs the risk of continuing to maintain
investments that have outlived their effectiveness and are consuming
resources that outweigh their benefits.

Regarding upgrading obsolete investments, in April 2016, the IT
Modernization Act* was introduced into the U.S. House of
Representatives. If enacted, it would establish a revolving fund of $3
billion that couid be used to retire, replace, or upgrade legacy IT systems
to transition to new, more secure, efficient, modern IT systems, It also
would establish processes to evaluate proposals for modernization
submitted by agencies and monitor progress and performance in
executing approved projects.

Conclusions

Of the more than $80 billion that the 26 agencies reported spending for
federai IT in fiscal year 2015, the agencies spent about 361 bilfion on
O&M. This O&M spending has steadily increased and as a result, key
agencies are devoting a small amount of IT spending to DME activities.
To its credit, OMB has identified a performance metric to measure the
percent of IT spending on non-provisioned IT spending. However, it has
not identified an associated goal with this measure. Until it does so, OMB
and agencies will be constrained in their ability to evaluate their progress
in adopting cloud and shared services.

Several of the 12 selected agencies’ major O&M investments were rated
as moderate or high risk in fiscal year 2015. While the agencies had
specific plans to retire or modernize some of these investments, most
investments did not have specific plans with time frames, activities to be
performed, or functions to be replaced or enhanced. Further, agencies did
not consistently perform required analysis on at-risk investments. Until
agencies fully review at-risk O&M investments, the government's
oversight of such investments will be impaired and its spending could be
wasteful.

“Pinformation Technology Modemization Act, H.R. 4897, 114th Cong. (2016)
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Finally, legacy federal IT investments are becoming obsolete. Several
aging investments are using unsupported components, many of which did
not have specific ptans for modernization or replacement. This is contrary
to OMB’s draft initiative, which calls for agencies to analyze and review
O&M investments. Until this policy is finalized and implemented, the
federal government runs the risk of continuing to maintain investments
that have outlived their effectiveness and are consuming resources that
outweigh their benefits.

Recommendations for
Executive Action

To better manage legacy systems and investments, we are making 2
recommendations to OMB and 14 recommendations to federal agencies.

Specifically, we recommend that the Director of OMB

« identify and publish a specific goal associated with its non-provisioned
O&M spending measure, and

« commit to a firm date by which its draft guidance on legacy systems
will be issued, and subsequently direct agencies to identify legacy
systems and/or investments needing to be modemnized or replaced.

To monjtor whether existing investments are meeting the needs of their
agencies, we recommend that the Secretaries of Commerce and the
Treasury direct the respective agency CiO to ensure that required
analyses are performed on investments in the operations and
maintenance phase.

Further, to address obsolete IT investments in need of modernization or
replacement, we recommend that the Secretaries of Agricuiture,
Commerce, Defense, Energy, Heatlth and Human Services, Homeland
Security, State, the Treasury, Transportation, and Veterans Affairs; the
Attorney General; and the Commissioner of Social Security direct their
respective agency ClOs to identify and plan to modernize or replace
legacy systems as needed and consistent with OMB's draft guidance,
including time frames, activities to be performed, and functions to be
replaced or enhanced.

Agency Comments
and Our Evaluation

We received comments on a draft of this report from OMB and the other
12 agencies in our review. Eight agencies {USDA, Commerce, HHS,
DHS, State, Transportation, VA, and SSA) and OMB agreed with our
recommendations, Defense and Energy partially agreed, and Justice and
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the Treasury stated they had no comment on the recommendations. Each
agency's comments are discussed in more detall below.

In comments provided via e-mail on May 12, 2018, an official from
OMB's Office of E-Government and Technology stated that it
concurred with our recommendations. The agency also provided
technical comments, which we have incorporated in the report as
appropriate.

In comments provided via e-mail on May 3, 2016, an official from
USDA's Office of the CIO's Oversight and Compliance Division stated
that the department concurred with our recommendation.

in written comments, Commerce concurred with both of its
recommendations. Regarding the recommendation that the
department ensure that required analyses are performed on
investments in the O&M phase, the department concurred and stated
that it will reiterate and expand the department’s existing poticies
requiring such analyses, The department also concurred with the
recommendation to identify and plan to modernize or replace legacy
systems and stated that it is already appropriately replacing and
modernizing systems as needed within budget constraints.
Commerce’s comments are reprinted in appendix VI. The department
also provided technical comments, which we have incorporated in the
report as appropriate.

In written comments, Defense partially concurred with our
recommendation to address obsolete IT investments in need of
modernization or replacement. {t stated that the department has
modernized, upgraded, or retired hundreds of systems in the last
several years through an investment review process. The department
stated it plans to continue to identify, prioritize, and manage legacy
systems that should be modernized or replaced, based on existing
department policies and processes, and consistent to the extent
practicable with OMB's draft guidance, Defense’s plan to be
consistent with OMB's guidance to the extent practicable is consistent
with the intent of our recommendation. Defense's comments are
reprinted in appendix Vii.

In written comments, Energy partially concurred with our
recommendation to address obsolete IT investments and stated that
the department continues to take steps to modernize its legacy
investments and systems, as needed and as funding is available. it
further stated that all four of the systems listed in appendix IV have
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been identified for modernization or replacement and three have been
modernized as recently as fiscal year 2015. However, since OMB’s
draft guidance has not yet been issued, Energy could not concur with
this part of the recommendation, but plans to review and consider
implementation of such guidance. Energy’s plan to consider OMB'’s
guidance when it is finalized is consistent with the intent of our
recommendation. Energy’s comments are reprinted in appendix VIIi.
The department also provided technical comments, which we have
incorporated in the report as appropriate.

in written comments, HHS stated that it concurred with our
recommendation and is working to identify and pian to modernize or
replace T systems. HHS's comments are reprinted in appendix {X.
The department also provided technical comments, which we have
incorporated in the report as appropriate.

in written comments, DHS stated that it concurred with its
recommendation and that the department plans to establish a
framework for identifying and replacing or modernizing legacy
systems after receipt of the finalized guidance. DHS’s comments are
reprinted in appendix X. The department also provided technical
comments, which we have incorporated in the report as appropriate.

In comments provided via e-mail on May 11, 20186, an official from
Justice's audit liaison group, speaking on behalf of the department,
stated that it had no comment on the recommendation but plans to
follow OMB’s guidance once it is formally issued. The department also
provided technical comments, which we have incorporated in the
report as appropriate.

in written comments, State agreed with the recommendation and
noted that it is currently awaiting final modernization guidance from
OMB. Upon publication of OMB's guidance, it plans to work with OMB
to develop detailed plans for modernization. State’s comments are
reprinted in appendix Xi. The department also provided technical
comments, which we have incorporated in the report as appropriate.

In comments provided via e-mail on May 12, 2018, an official from
Treasury’s Office of the CiO stated that the department had no
comments on the draft report.

In comments provided via e-mail on May 6, 2016, an official from
Transportation’s Office of the Secretary stated that the department
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concurred with the draft findings and recommendations and had no
additional comments on the report.

« In written comments, VA concurred with our recommendation and
stated that it launched a new office in April 2016 that wilt provide
lifecycle management oversight for portfolios of systems. In addition, it
stated that the department is planning to retire two high-risk, COBOL-
based systems (Personnel and Accounting integrated Data and
Benefits Delivery Network) in 2017 and 2018, respectively. VA's
comments are reprinted in appendix Xil.

« Inwritten comments, SSA stated that it agreed with our
recommendation and that it has aiready initiated numerous activities
to modernize or replace legacy systems. SSA’s comments are
reprinted in appendix Xili.

We are sending copies of this report to interested congressiona!
committees; the Secretaries of Agriculture, Commerce, Defense, Energy,
Heaith and Human Services, Homeland Security, State, the Treasury,
Transportation, and Veterans Affairs; the U.S. Attorney General of the
Department of Justice; the Commissioner of the Social Security
Administration; the Director of the Office of Management and Budget and
other interested parties. This report will also be available at no charge on
our website at hitp//iwww.gao.gov.

If you or your staffs have any questions on matters discussed in this
report, please contact me at (202) 512-9286 or pownerd@gao.gov.
Contact points for our Offices of Congressional Relations and Public
Affairs may be found on the last page of this report. GAQ staff who made
major contributions to this report are listed in appendix XIV.

At 2. 2

David A. Powner
Director
Information Technology Management Issues
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Appendix |: Objectives, Scope and
Methodology

Our objectives were to (1) assess the extent to which federal agencies
have invested in operating and maintaining existing information
technology (IT), (2) evaluate the oversight of at-risk legacy investments,
and (3) assess the age and obsolescence of federal IT.

For our first objective, our review included the Office of Management and
Budget (OMB) and the 26 agencies that report to OMB’s IT Dashboard.”
For all three objectives, to identify specific reasons for changes in
spending and specific information on individual systems or investments,
we focused on the 12 agencies with the highest planned IT spending for
fiscal year 2015, given that these agencies make up over 90 percent of
reported federal IT spending:

« Department of Agriculture,

« Department of Commerce,

» Department of Defense,

+ Depariment of Energy,

« Department of Health and Human Services,
« Department of Homeland Security,
« Department of Justice,

+ Department of State,

+ Department of the Treasury,

« Department of Transportation,

« Department of Veterans Affairs, and
« Social Security Administration.

To assess the extent to which federal agencies have invested in
operating and maintaining existing !T, we reviewed data reported to OMB
as part of the budget process to determine operations and maintenance
(O&M) spending for fiscal years 2010 through 2017. We analyzed that
data to determine the extent to which spending had changed over those
years. We also compared OMB's associated performance measure on

The 26 agencies are the Departments of Agriculture, Commerce, Defense, Education,
Energy, Health and Human Services, Homeland Security, Housing and Urban
Deveiopment, the Interior, Justice, Labor, State, Transportation, the Treasury, and
Veterans Affairs; as well as the U1.S. Army Corps of Engineers. Environmental Protection
Agency, General Services Administration, Nationat Aeronautics and Space Administration,
Nationaf Archives and Records Administration, National Science Foundation, Nuclear
Reguiatory Commission, Offica of Personnel Management, Small Business
Administration, Social Security Administration. and U.S. Agency for International
Development.
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Appendix I: Objectives, Scope and
Methodology

driving value in federal IT investments (the percent of IT spending that is
on development, modernization, and enhancement (DME) activities or
provisioned O&M services) to federal best practices.? To assess the
cause of the changes in spending, we evaluated OMB budget data and
interviewed officials at the 12 selected agencies and OMB.

To evaluate the oversight of at-risk legacy investments. we reviewed
agency T Dashboard data from the 12 selected agencies to identify
investments in O&M that had been identified as being moderate to high
risk. Specifically, we reviewed {T Dashboard data on O&M investments to
identify those that were rated as moderate to high risk by the agency chief
information officer (CIO). We reviewed agency documentation such as
TechStat documentation and operationai analyses that had been
performed on the investments, as available. in addition, we interviewed
agency officials to determine plans for replacing or modernizing the
investments.

To assess the age and obsolescence of federal {T, we reviewed agency
documentation associated with their fegacy investments, such as
operational analyses and enterprise architecture documents, and
interviewed agency officials on the issues related to legacy investments.
We also requested that agencies provide a list of their three oldest
systems. In some cases, agencies reported that they do not track the
ages of individual systems. in those cases, we requested that the
agencies provide their three oldest [T investments. Agencies noted that
these systems and investments may have components that are newer
than their operational age. We also compared OMB and agencies’ current
practices with federal guidance, such as OMB's Circular No. A-11:
Preparation, Submission, and Execution of the Budget and its associated
suppiement on capital assets, to determine whether OMB and agencies
are adequately managing the age and obsolescence of federal IT. We
then interviewed agency officials to confirm and obtain additional
information on the systems or investments.

2De):yartmem of the Navy. Office of the Chief information Officer, Guide for Daveloping and
Using information Technology (1T} Performance Measurements {Washington, D.C.:
Qctober 2001); and General Services Administration, Office of Governmentwide Policy.
Performance-Based Management: Eight Steps To Develop and Use information
Technology Performance Measures Effectively (Washington, D.C.: 1998).
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Appendix 1: Objectives, Scope and
Methodology

To select systems or investments to profile, we identified agencies’
existing investments in O&M that were rated as medium or high risk by
their agencies’ CIO (from the previous objective on oversight). Since not
all of our selected agencies had identified an at-risk O&M investment (the
Departments of Defense, Justice, State, Transportation, and Veterans
Affairs and the Social Security Administration did not), we also used the
list of agency-identified oldest systems or investments. From the resulting
list of systems and investments, we selected one system or investment
per agency using the following factors: investment type (major or non-
major), system or investment age, and risk level as of November 2015. in
particular, we sought to have a mix of systems and investments that
included both major and non-major investment types; a range of ages;
and a range of risk ratings. We also reviewed agency documentation and
interviewed agency officials on those profiled systems or investments.

To assess the reliability of the OMB budget data and {T Dashboard data,
we reviewed related documentation, such as OMB guidance on budget
preparation, capital planning, and IT Dashboard submissions. in addition,
we corroborated with each agency that the data downioaded were
accurate and reflected the data it had reported to OMB. We determined
that the budget and {T Dashboard data were reliable for our purposes of
reporting IT O&M spending and related information on O&M investments.

We conducted this performance audit from Aprit 2015 to May 2016 in
accordance with generally accepted government auditing standards.
Those standards require that we plan and perform the audit to obtain
sufficient, appropriate evidence to provide a reasonable basis for our
findings and conclusions based on our audit objectives. We believe that
the evidence obtained provides a reasonabie basis for our findings and
conclusions based on our audit objectives.

Page 41 GAO-16-468 Legacy Systems



139

Appendix ll: Agency-Reported Spending on

O&M

Table 8 provides the reported spending by agency on operations and
maintenance {O&M) and the percentage of IT spending on O&M for fiscal
years 2010 and 2015.

Table 8: Agency Spending on Operations and Maintenance (O&M) (in millions) and Percentage of IT Spending on O&M for

Fiscal Years 2010 and 2015

Agency

2010 O&M (% of iT
spending on O&M}

2015 O&M (% of IT
spending on Q&M)

Change in spending 2010 to
2015 (% of spending on Q&M)

Department of Agricuiture

$2,137.6 (82.4%)

$2.719.7 (89 0%)

$582 0 (6 6%)

Department of Commerce 1,825.5 (50.1) 1,413.0{67.1) -112.6 (17.00°
Department of Defense 23,940.0 {63.4} 23,490.0(77.2) -450.3 (13.9)°
Department of Education 473.2(58.3) 548.8 (77.8} 61.3(18.5)
Depariment of Energy 1,691.1 (85.6) 13875 (87 4) -303.5 (1.8)
Department of Heaith and Human Services 4,905.8 (77.9) 9,194.5 (67.4) 4,288.7 (-10.5)
Department of Homeland Security 4,287.3 (66.6} 4,920.1(83.2) 632.8 {16.6)
Department of Housing and Urban Development 335.4{84.0; 284.7 (92.5) -50.7 {-1.5)
Department of the Interior 830.8 {86.8) 947.6 {91.8) 116.8 (5.0}
Department of Justica 1,891.0 (66.6) 2.150.5(81.2) 258.9 (14.6)
Department of Labor 456.5 (78.3) 537.3 (80.5) 809(2.2)
Department of State 1.269.5{88.3) 1,378.5(87.4) 109.0 (-0.8}
Department of Transportation 1,291.9 (43.6) 1,653.2 (50.4) 361.3 {6.8)
Department of the Treasury 2.675.2 (84.7) 2,886.6 (76.6) 2114 (81)
Department of Veterans Affairs 2,686.6 (80.4) 3,479.3(82.9) 792.8 (2.5}
Environmental Protection Agency 3834 (83.1) 355.0(90.1) +28.4 (7.0}
Generat Services Administration 485.0 (77.5) 465.3 (71.6) -18.7 (-5.9)
National Aeronautics and Space Administration 1,865.4 (80.1) 1.265.2 {91.3} -600.2 (1.2)
National Archives and Records Administration 69.5 (49.4) 64.8 {58.7} -4.7{9.3)
National Science Foundation 78.8(83.1) 93.9 (84.1) 15.0 {1.0)
Nuclear Regulatory Commission 131.6 {83.0} 158.5 (88.7) 27.0(5.8)
Office of Personnel Management 60.8 (73.9) 71.4(87.6) 10.5 (-16.3)
Small Business Administration 83.2 (66.9) 80.0{78.0} 32111
Social Security Administration 811.0 (49.9) 1,103.0 (59.3) 29208 LT)
U.S. Agency for International Development 111.9 {59.4} 103.3(78.6) -8.6{19.1)
U.S. Army Corps of Engineers 479.1 (95.8) 440.7 (89.3) -38.4 (3.5)

Totals

$54,958.0 (68.1)

$60,177.9 (76.4)

$6,220.0 (8.0)

Source: GAD analysis of deta reported by agencies to the Office of Management and Budget's (T Dashboars, | GAO-16-468

*Agency officials stated that the increase in O8M spending was due to the reclassification of satellite
ground systems that are no longer considered an IT investment. As previously reported, we disagree
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Appendix it: Agency-Reported Spending on

with these reclassifications and belfieve that they run contrary to the Clinger-Gohen Act of 1996, which
specifies requirements for the management of IT.

*According to Depariment of Defense officials, the department's fiscal year 2010 1T expenditures
reporled to the {T Dashboard includes both classified and unclassified spending, whereas its fiscal
year 2011 to 2017 expenditures only include unclassified spending.
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Appendix lll: Bureaus Reporting Spending
Less than 10 Percent on Development,

Modernization, and Enhancement

Table 9 lists the 51 federal bureaus which reported spending less than 10
percent of their T funds on development, modernization, and
enhancement in fiscal year 2015.

Table 9: Federal Bureaus Which Reported Spending Less than 10 Percent of their IT Funds on Development, Modernization,

and Enhancement (DME} in Fiscal Years 2015

Agency Bureau Percent spent on DME
Department of Agriculture Agriculiural Research Service 9.24%
Executive Operations 0%
Forest Service 0.86%
Nationai Agricultural Statistics Service 87%
Office of Chief Financial Officer 0%
Office of Chief Information Officer 4.66%
Office of inspector General 0%
Office of the Generat Counsel 0%
Department of Commerce Department of Commerca” 8.06%
Economic Development Administration 0%
Economics and Statistics Administration 8.38%
National Institute of Standards and Technology 0%
Department of Energy Departmental Administration 8.78%
Energy Programs 9.50%
Environmental and Other Defense Activities 4.82%
Department of Health and Human Services Administration for Children and Famities® 4.07%
Agency for Healthcare Research and Quality 8.25%
indian Health Service 8.30%
Department of Homeland Security Depantment of Homeland Securdya 9.41%
Federal Emergency Management Agency 5.17%
Federal Law Enforcement Training Center 1.82%
Office of the Inspector Generat 0%
Transportation Security Administration 57%
U.S. Customs and Border Protection 9.43%
Department of Housing and Urban Development  Department of Housing and Urban Development® 7.59%
Management and Administration 0%
Department of Justice Federal Prison System 4.22%
Office of Justice Programs 8.80%
United States Parole Commission 0%
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Appendix fii: Bureaus Reporting Spending
Less than 10 Percent on Development,
Modernization, and Ent
Agency Bureau Percent spent on DME
Depariment of Labor Bureau of Labor Statistics 7.97%
Empioyee Benefits Security Administration 0%
Employment and Trajning Administration 8.95%
Office of Federal Contract Compliance Programs 0%
Office of Labor Management Standards 0%
Office of Workers Compensation Programs 6.16%
Wage and Hour Division 0%
Department of the interior Bureau of Land Management 9.86%
Department of the Interior” 7.28%
Office of Surface Mining Reclamation and Enforcement 5.09%
Office of the Special Trustee for American Indians 2.82%
United States Geological Survey 0.18%
Department of the Treasury Alcchol and Tobacco Tax and Trade Bureau 0%
Comptrolier of the Currency 0%
Financial Crimes Enforcement Network 3.87%
United States Mint 2.64%
Department of Transportation Federal Raitroad Administration 6.85%
Maritime Administration 3.01%
Office of Inspector General 0%
Environmentat Protection Agency Environmental Protection Agency 9.92%
National Aeronautics and Space Administration National Aeronautics and Space Administration® 8.7%
U.S. Army Corps of Engineers Corps of Engineers-Civil Works 0.75%

Soutce. GAO anaiysis of [T Dasnboars data, | GAC-16-468

*Some agencies have bureaus named the same as the agency, but these are one of several bureaus

and do not necessarily include all of that padicular agency’s investments

"According to the Department of Health and Human Services, 89 percent (8593 miifion) af the
Administration for Children and Famifies is allocated to grants to state and locat IT investments. Gut
of the remaining funds, the Administratian for Children and Famifies spends 35.6 percent of its 1T
hudget on DME activities
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Appendix IV: Agency-Reported Oldest
Systems or Investments

As part of this review, we requested that agencies provide a list of their
three oldest systems. In some cases, agencies reported that they do not
track the ages of individual systems, and as a resuit, we requested that
the agency provide their 3 oldest IT investments and their approximate
age. Table 10 provides a fisting these systems or investments, as
reported by agencies.

Table 10: Agency-Reported Oldest investments or Systems

Year Approximate

Agency Investment/system aperationai age
Department of Forest Service Automated Timber Sale Accounting 1980 36
Agriculture Farm Service Agency Consolidated General Sales Manager #107 1882 34
Forest Service Computer Base 1983 33
Department of National Weather Service Dissemination Systems 1870 48
Commerce National Data Buoy Center Ocean Observing System of Systems 1870 46
National Oceanic and Atmospheric Administration Office of the Chief information 1978 38
Officer Financial Management IT Operations
Department of Immigration and Customs Enforcement Hiring Tracking Systems 1977 39
Home}and Custerns and Border Protection Computerized Aircraft Reporting and Material 1979 37
Security
Controt
Federal Emergency Management Agency United States Fire Administration 1682 34
Systems
Department of Strategic Automated Command and Control System 1963 53
Defense Compass 1564 52
ANWLR-SB(V) Series 1971 45
Department of Office of Environmentat Management Savannah River Telecommunications 1988 27
Energy” Networks — Telephone System
Associate Under Secretary for Environment, Health, Safety and Security 1990s ~28
Enterprise Personnel Security Systems
Assaciate Under Secretary for Enviconment, Heaith. Safety and Security 1990s ~26
Enterprise Health and Safety Reporting Systems
Assaciate Under Secretary for Environment, Heaith, Safety and Security 1690s ~26

Enterprise Security Program Systems

Department of
Health and
Human Services

Centers for Medicare and Medicaid Services Medicare Beneficiary Enroliment 1984 32
Data Management

Indian Health Service Resource and Patient Management System - Maintenance 1884 32
and Enhancements

Substance Abuse and Mental Heaith Services Administration - Center for 1984 32
Behavioral Health Statistics and Quality National Survey on Drug Use and Health

Page 46 GAO-16-468 Legacy Systems



144

Appendix IV: Agency-Reported Oldest
Systems or fnvestments

Year Approximate

Agency Investment/system operational age
Department of Federal Bureau of Prisons SENTRY 1981 35
Justice Federal Bureau of Prisons BOPNet 1981 35
Federal Bureau of Investigation Digital Collection 1993 23
Sacial Security Title H Systems 1985 31
Administration FALCON Data Entry System 1991 25
Suppiemental Security income Record Maintenance System 1992 24
Department of Diversity Immigrant Visa information System 1994 22
State frmmigrant Visa Information System 1994 22
Non-immigrant Visa System 1985 21
Department of Hazardous Materials information System at Pipeline and Hazardous Materials 1870s ~46
Transportation Safety Administration
Financial Management System of Saint Lawrence Seaway Development 1986 30
Corporation
2001 TranStats (Bureau of Transportation Statistics) 2001 15
Department of individuat Master File 1860s ~58
the Treasury Business Master File non-major 1960s ~58
integrated Data Retrieval System 1973 43
Department of Personnel and Accounting Integrated Data 1983 53
Veterans Affairs Benefits Defivery Netwark 1985 51
Electronic Heaith Record VistA 1981 35

6453
Notes: The systems and investments listed here may have components newer than the age Jisted

“The Depariment of Energy provided a list of multipie ofd investments. Because three were tied for
second oldest. we include four investments here
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Appendix V: Profiles of 12 Legacy
Investments or Systems

We selected one system or investment per agency using a combination of
factors including investment type {major or non-major), system or
investment age, and risk level as of November 2015. In particular, we
sought to have a mix of systems and investments that included both
major and non-major investment types, a range of ages, and a range of
risk ratings.

Page 48 GAO-16-468 Legacy Systems



146

Appendix V: Profiles of 12 Legacy Investments

or Systems
Contractor Business The Contractor Business Finangial and Administrative Systems
Financial and investment is intended 1o provide business and administrative systems for

the Department of Energy’s (Energy) Savannah River Site’s’
managemsant and operating contractor,? liquid waste contractor, and the
site security contractor to manage human resources {including payroll,
benefits, and retirement for 13,000 employees and pensioners},

- transparent financial reporting to Energy. supply chain, and project
management.

Administrative Systems

The investment is a commercial off-the-shelf system that runs on
Windows and Unix servers using Oracle’s PeopleSoft applications.
Specifically, the investment uses the PeopleSoft Supply Chain
Management and PeopleSoft Financials modules. According to an
agency official in Savannah River Operations, the vendors still support all
of the hardware and software used by this investment.

2 The agency is not currently planning future modernization activity

- because the investment has gone through several updates in the past,
with the last allowing the retirement of 16 associated legacy applications
in 2011 and retired two mainframe systems. The officials stated that there
is no projected end of life date, and they plan to continue to maintain and
- use the system.

*The Savannah River Site is an Energy industrial complex responsible for the
environmental stewardship, environmental cleanup, waste managament, and disposition
of nuciear materials.

“Managament and operating contracts are agreements under which the government
contracts for the operation, maintenance, o support, on #s behalf, of a government-owned
ar -controlied research, development, special production, or testing establishment whoily
or principally devoted to ane or more of the major programs of the contracting federal
agency. Federal Acquisition Regulation (FAR), 48 CF.R. § 17501
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Appendix V: Profiles of 12 Legacy Investments
or Systems

Core Accounting System The Core Accounting System (CAS) Suite is the primary financial

Suite management system for the U.S. Coast Guard (USCG) and, as a shared
.. service, the financial management system for the Transportation Security
Administration (TSA) and the Domestic Nuclear Detection Office (DNDO).
CAS is a set of several applications that assist the agencies in several
areas, including accounts receivable, accounts payable, purchasing,
asset management, procurement, and document imaging and processing.

According to the investment’s operational analysis document, CAS relies
on outdated and heavily customized Oracle software and has become
expensive to support. Specifically, it uses a version of Oracle Federal
Financials software that was first available in 2004 and the extended
vendor support for the software ended in November 2013. Further, it
relies on Windows 2003 servers and any changes would require recoding
of many functions within the CAS suite.

The agency plans to pursue using other shared services to provide its
financial management services and, therefore, began the Financial
= Management Service Improvement Initiative to migrate the services from
= CAS to the Department of the Interior’s shared service offering for
= financial management. In August 2014, the agencies agreed to a

© staggered transition of these services, with DNDO transitioning in fiscal
year 2016, TSA in fiscal year 2017, and USCG in fiscal year 2018. Until
the migration is complete and CAS can be decommissioned, USCG plans
to resolve emergent issues and maintain applications. in the meantime,
due to the costs associated with implementing a full fix and the impending
- transition to shared services, USCG has accepted the security risks
- associated with its legacy software.
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Appendix V; Profiles of 12 Legacy investments
or Systems

Diversity Visa Information  The Diversity Visa Information System (DVIS) is an electronic case
System management system used by approximately 30 federal employees and
: . contractor staff working at the Department of State’s (State) Kentucky
Consular Center to track and validate application information submitted
by foreign nationals under the Diversity Visa immigration program.?

The DVIS interface software, PowerBuilder, is no longer supported by the
vendor. According to State officials, the main challenges in maintaining
DVIS's aging technology are related to information security and
infrastructure concerns.

In 2013, State initiated an effort to replace numerous legacy systems,

including DVIS. As a part of this effort, State plans to replace DVIS's

functionality with a project called ConsularOne. According to State

officials, the replacement effort is to begin in October 2018 and they plan

to retire DVIS when appropriate. In the meantime, the department plans

_ to upgrade the unsupported software to a new version, which is also not
. supporied.

HNot applicable hecause
data is not tracked at
system levet

3The Diversity Visa Program is provided by faw to promate immigration from countries
with historically low rates of immigration to the United States. The program creates an
internet based lottery and randomly selects individuals from a poot of eligible entrants and
qualifies them to apply for immigrant visas.

Page 51 GAQ-16-468 Legacy Systems



149

Appendix V: Profiles of 12 Legacy investments

or Systems
Hazardous Materials The Department of Transportation’s (DOT) Hazardous Materiais
Information System information System maintains and provides access to comprehensive

information on hazardous materials incidents, exemptions and approvais,
. enforcement actions, and other elements that support the regulatory
. program. The system consists of five moduies that register carriers and
shippers, document incidents involving hazardous materials, issue special
permits, facilitate approvals and exemptions pertaining to safety
- regulations, and document standards.

. Officials from Pipeline and Hazardous Material Safety’s Office of the Chief
Information Officer stated that software applications and processes used

- by the system have become outdated and costly to maintain.* For
exampie, the system uses Microsoft. NET® and Classic Active Server

. Pages.® Officials stated that costs have increased due to maintaining the
personnel with the knowledge to use these older applications. In

| particular, the costly applications include those for scanning, imaging, and
- documentation management. Further, these applications are

- compartmentalized, so data is duplicated and not integrated. Finally, the

- system uses an application that is no fonger supported by the

-. manufacturer, which can cause security risks, among other issues.
Specifically, the system uses Kofax indicius software to perform optical

. character recognition on scanned hazardous materials incident reports;

- the software was no longer supported by the vendor, as of December

- 2014,

- DOT is in the process of updating the functions performed by the system.

The new system’s modules are intended to be integrated, automated, and

improve efficiency, effectiveness, and data quality. Further, the

.. unsupported application is planned to be eliminated. While DOT does not

+ have dates for when individual legacy modules will be retired, officials

.- stated that they plan to have all the legacy modules retired by the end of
- fiscal year 2018,

4According to Transportation, a photograph coutd not be provided due to security reasons.

SMicrosoft. NET is a general purpose development platform that provides capabilities for
building appfications. it was first available in 2002,

SActive Server Pages enables web servers to dynamically generate web pages and create

interactive web applications by using server-side scripting technology. Active Server
Pages was first available in the late 1990s.
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or Systems

Individual Master File The Internal Revenue Service’s (IRS), Individual Master File (IMF) is the
... authoritative data source for individual taxpayer accounts. Within IMF,

" accounts are updated, taxes are assessed, and refunds are generated as
required during each tax filing period. Virtually aff IRS information system
applications and processes depend on output, directly or indirectly, from
this data source.

IMF was written in an outdated assembly language code’ and operates
on a 2010 IBM z196/2817-m32 mainframe.® This has resuited in difficulty
. delivering technical capabilities addressing identify theft and refund fraud,
among other things. In addition, there is a risk of inaccuracies and system
failures due to complexity of managing dozens of systems synchronizing
individual taxpayer data across multiple data files and databases,
limitations in meeting normal financial requirements and security controls,
and keeping pace with modern financial institutions.

= IRS plans to address these issues by replacing {MF with the Customer

~ Account Data Engine 2 (CADE 2) investment. The CADE 2 investment
includes plans to re-engineer the IMF by: (1) applying modern
.. programming languages, (2) establishing CADE 2 as the authoritative
 data source, and (3} implementing functionality to address the IRS
2 financial material weakness. However, the replacement date is currently
. unknown. In addition, we have previously reported on IRS’s difficuity in

“Assembly language code is a low-level computer language initially used in the 1850s.
Programs written in assembly language are conservative of machine resources and quite
fast; however, they are much more difficuit to write and maintain than other Janguages.
Programs written in assembly fanguage are also typically able to run only on the make of
computer for which they were originally developed.

A large and very fast computer that can handie multiple tasks concurrently and to which
other computers can be connected so that they can share facilities the mainframe
provides. The term usually refers to hardware only, namely, main storage, execution
circuitry, and peripheral units. According to Treasury, a photograph could not be provided
due to security reasons.
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or Systems

delivering planned capabilities on time and on budget.® Further, a key
phase of the replacement project was initially to be completed by March
2015, but IRS is currently planning to complete parts of this phase well
into 2020. As a result, the agency will continue to maintain two separate
systems until the replacement is complete.

Medicare Appeals System

The Centers for Medicare and Medicaid Services’ Medicare Appeals
System is a case tracking system that is to facilitate maintenance and

: transfer of case specific data with regard to Medicare appeals through
: multiple levels of the appeal process. in addition, the system is to provide
= the capability to report on appeals data and enable more accurate and
: expedient responses to Congressional questions.

The system runs on a Solaris 10 operating system, last updated in
February 2018, and uses commercia! off-the-shelf systems for case
management and reporting. According to the agency, the software is still

 supported by the vendors. The system has faced challenges due to the

rapid growth in appeals processed each year, expanded use of
settlements, and the increased interest in appeals data. This has resuited

* in an increased need for infrastructure changes, such as more storage,
- licenses, and processing capacity.

i Agency officials stated that they do not have any plans to address these
- gaps and that doing so is contingent on funding. They also noted generai
* plans to continuously update the system, but they too are contingent on

- receiving funding.

8GAOQ, Information Techinology: Management Needs fo Address Reporting of IRS
investments’ Cost, Schedule, and Scope Information, GAO-15-297 {Washington, D.C.:
Feb. 25, 2015).
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National Weather Service
Telecommunication
Gateway

The National Weather Service Telecommunication Gateway (NWSTG)
system is operated by the National Oceanic and Atmospheric
Administration, a component of the Department of Commerce. it is the
nation’s hub for the coflection and distribution of weather data and
products and provides national and global real-time exchange services
using automated communications resources to collect and distribute a
wide variety of environmental data such as observations, analysis, and
forecast products. Thousands of customers worldwide use data
distributed by the NWSTG and these data affect a wide range of
economic and emergency management decisions.

Concerns with the system had been increasing because the investment
faced risks and challenges associated with an aging and unsupportable
infrastructure, limited backup capability, and un-scalable architecture to
support future data volume coltection and dissemination. in 2013, the
agency upgraded its hardware and software to Power7 IBM servers and
Unix operating systems (as depicted in the figure); however, NWSTG still
lacks full backup capabitity for 26 percent of its functions.
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or Systems

Figure 7: National Weather Service Telecommunication Gateway Server

Source: GAC. | GAO-16468

in fiscal year 2013, a major rearchitecture and redesign effort began
which, according to Department of Commerce officials, will result in an
entirely new dissemination architecture which will replace the NWSTG
with an integrated system that is more capable, more reliable, and have
100 percent backup capability. According to officials, a detailed project
plan to rearchitecture NWSTG is now being carried out and is scheduled
to replace the NWSTG in early fiscal year 2017.
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Personnel and Accounting  The Personnel and Accounting Integrated Data (PAID) system automates

Integrated Data time and attendance for employees, timekeepers, payroll, and

- supervisors in the Department of Veterans Affairs (VA). The PAID

‘ _ software has three major modules: Time and Attendance, Employee
Master Record Downloads, and Education Tracking.

~ According to VA officials, PAID is a 50-year old COBOL-based ' system

- at the end of its life span. The system runs on {BM mainframes'! and
uses an IBM database. Officials stated the system is not user friendly and
~ requires extensive training in order to use the system successfully. As a
result, the cost of maintaining the personnel to manage the system is
high.

- VA officials stated that PAID is intended fo be mostly replaced by Human

Resources Information System Shared Service Center in 2017, which is

~ to consolidate human resources |7 functions and services to provide core

human resources-refated functions, such as benefits and compensation.

. However, the target solution is experiencing cost overruns of $14.8 million
and VA officials stated that they will not be able to replace all of PAID's

functions. The agency is currently working on a transition plan and will

determine whether VA should find another solution for the missing

functionality or continue to keep PAID running indefinitely.

Not applicable bocause
data is not tracked at
system level

.
[
|

*°COBOL is a programming language developed in the late 1950s and early 1860s. The
Gartner Group, a leading IT research and advisary company, has reported that
organizations using COBOL should consider repiacing the language, as procurement and
operating costs wilt steadily rise, and because there is a decrease in people available with
the proper skill sets.

A large and very fast computer that can handle muttiple tasks concurrently and to which
other computers can be connected so that they can share facilities the mainframe
provides. The term usuaily refers to hardware only, namely, main storage, execution
circuitry, and peripheral units.
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Resource Ordering and The U.S. Department of Agriculture’'s (USDA) U.S. Forest Service's
Status System” Resource Ordering and Status System (ROSS}) is used to mobilize and

. deploy a multitude of resources, including qualified individuals, teams,
aircraft, equipment, and supplies to fight wildiand fires and respond to all
hazard incidents. The system supports the basic needs of the first
responders and support personnef at an incident location by processing
orders and replenishing supplies.

~ According to the U.S Forest Service, the technology used by ROSS is on
the verge of technical obsolescence. Specifically, one of the applications

. ROSS uses is no longer supported by the vendor, creating vuinerability

issues. in addition, in order to use the system, users must download client

. software onto their local computers, as opposed to accessing the system

: through the web.

In September 2015, the U.S. Forest Service issued a request for
- information for services to develop ROSS’s replacement—Interagency
- Resources Ordering Capability. Additionally, in January 2016, Forest
= Service officials signed a charter to begin this project. Agency officials
- estimated that this effort will cost $14 million through fiscal year 2019 and
: the solution will go live in 2018.
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Sentry

The Bureau of Prisons Sentry is a real-time information system comprised
of various modules that are to enable the agency to maintain proper
custody of persons committed to their custody. It provides information
regarding security and custody levels, inmate program and work

: assignments, and other pertinent information about the inmate population.

Sentry is used to process inmates at all phases of incarceration, including

: release, transfer, and sentence computation.

When Sentry was first deployed over 30 years ago, it was comprised of

. approximately 700 program routines written in COBOL'? and ran on a

mainframe platform with an Integrated Database Management System

- database. It became increasingly more difficult and expensive to maintain

complex, highly-customized systems written in older programming
languages. Sentry's entire platform—its mainframe operating system,
transaction processing software, the system software, and the database
software and system were recently updated in 2012 and uses Java and a

- new database. As part of this, the bureau migrated the older database,

. merged the legacy data into the newer database platform, and modified

i the COBOL programs to ensure compatibility with the new software and
- database. In addition, the legacy Sentry programs are now accessible via
- a web browser and use a relationa! database and both COBOL and Java
. programming languages."®

The bureau has plans for updating the user interface and integrating the

. data through September 2016. According to agency officials, there are no

- plans to replace Sentry, as the system is the main system used by the
bureau.

"2COBOL is a programming language deveioped in the iate 1950s and early 1960s. The
Gartner Group, a leading IT research and advisory company, has reported that
organizations using COBOL should consider replacing the language, as procurement and
operating costs will steadily rise, and because there is a decrease in people available with
the proper skill sets.

13Accm’dmg to the agency, a photagraph could not be provided due to security reasons.
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Strategic Automated The Strategic Automated Command and Control System is the
Command and Control Department of Defense's (Defense) dedicated high-speed data

transmission, processing, and display system. The system coordinates

the operational functions of the United States’ nuclear forces, such as
¢ intercontinental ballistic missiles, nuclear bombers, and tanker support
aircrafts, among others. For those in the nuclear command area, the
system’s primary function is to send and receive emergency action
messages to nuclear forces.

System

- According to Defense officials, the system is made up of technologies and
equipment that are at the end of their usefut tives. For exampte, the
system is stil running on an IBM Series/1 Computer, which is a 1970s
computing system, and written in assembly language code. It also uses
- 8-inch floppy disks, which are a 1970s-era storage device; and assembly
: programming code typically used in mainframes. Replacement parts for

- the system are difficult to find because they are now obsolete.

1"Assembly language code is a low-level computer language. Programs written in
assembly language are conservative of machine resources and quite fast; however, they
are much more difficult to write and maintain than other languages. Programs written in
assembly language are typically able to run only on the make of computer for which they
are originally developed.
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Figure 8: Department of Defense Air Force Strategic Automated Command and
Control System

ree: LS. Department of De! } GAO-16-468
As of March 2016, Defense is initiating a $60 million full system
replacement which is scheduled to be completed in fiscal year 2020. in
addition, Defense is also replacing some legacy functions in the near
term—according to officials, there is a plan underway to replace the
floppy disks with secure digital cards. This effort is underway and is
expected to be completed in the fourth quarter of fiscal year 2017.
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Title !l Systems The Social Security Administration’s (SSA) Title 11 investment includes the
Title 1 system which determines retirement benefits eligibility and

: amounts, 162 subsystems, as well as several smaller IT improvement

" initiatives and projects. According to SSA officials, the Title If investment

" accomplished its goal to improve service delivery by eliminating

antiquated Title Ii programs, reducing compartmentalized systems across
the agency, and reducing maintenance costs through integration.

: SSA officials stated that Title H is comprised of 162 subsystems and

" some are stili written in COBOL."® These systems were also built in a

- compartmentalized structure by SSA, rather than contractors, because

© the agency determined that there were not commercial programs that
could satisfy the agency’s business needs and the volume of data

: needed. SSA officials stated that most of the employees who developed
= these systems are ready to retire and the agency will lose their collective
- knowledge. Officials further stated that training new employees to

::: maintain the older systems takes a lot of time.

: S5SA does not have plans to retire the Title If system. Rather, the agency
i plans to continue to eliminate and replace Title i's older and more costly
- subsystems. Specifically, SSA currently is planning to retire four Title it

- subsystems, including a claims control system, and one that processes
+ changes in earnings transactions. In addition, SSA has other efforts to

. modernize or consolidate Title Il systems, such as its database

+ management systems. To address the issues associated with losing
 knowledgeable employees, SSA officials stated that the agency has

i rehired retirees to work on the legacy systems.

*COBOL is a programming language developed in the late 1950s and early 1960s. The
Gartner Group, a leading IT research and advisory company, has reported that
organizations using COBOL should consider replacing the tanguage, as procurement and
operating costs will steadily rise, and because there is a decrease in people available with
the proper skill sets.
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Appendix VI: Comments from Department of
Commerce

THE DERUTY

SECRETARY OF COMMERDE
an, ]

Ay 11, 2018

Powner

Government Acepuntabiltty Offfes
i Stroot, NW
shington, DO 20548

Dear Mr. Pownar

Thand you for the oppartanity o review and comiment on the (Govattimint Actdusitabifity
Office’s draft report titted Information Technolugy: Federal Agencies Need fo Aidre s Aging
Lepacy Spsrems {GAQ-16-368),

On behalf of the Departandat &f Commeree, 1 have enclosed onr comments on the deafi

repart. We concur with the recommendation that the Department should snsure that required
alyses arg performed on investarens In the ions and mai phase. We will

terate and nd the Department’s existing policies reguiring such snalyses. The Department
alse caneurs with the second recommendation and is already appropriately replacing and
moderniizing systems as needed within budget constraints. Finally, on page 56, the draft report
wontains the inacewrate statement that the Depattment’s Telecommusications Gateway
replacenent project is delaved, That projest 15 on schedute.

If you have any questions, please vontiet Steve Cooper, the Depariment’s Chi
Information Officer, ai (2073 4824797,

Bruoe H. Andrews

Trictosure
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Appendix Vi: Comments from Department of
Commerce

Department of Commerce
Office of the Chief Information Officer
Office of the Secretary

Comments on the Drait GAO Report Titded Information Technology: Federal Agencies
Need to Address Aging Legacy Systems (GAO-16-468)

The Oflice of the Chief Information Officer has reviewed the draft report and our technical and
editorial comments are helow. Page nurnbers refer 10 page numbers in the report unless
atherwise stated.

We concur with the recommendation that the Department should ensurc that required analyses
are performed on i in the jons and mai phase. We will reiterate and
expand the Department’s existing policies requiring such a . “The Department also concurs
with the second recommendation and is already appropriately replacing and modemizing
systems as needed within budget constraints.
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Appendix VII: Comments from the
Department of Defense

DEPARTMENT OF DEFENSE
000 DE! FLTAGON

[ TvIS— May 7.2016

\r. David Pownsr
Director, Information Technology

U8, Government Accountability Office
441 G Street. NW

Washington, DC 20548

Dear Mr. Powner.
This is the Department of Defense (Dold) responsz to the GAO Draft Report
GAQ-16-968. “INFORMATION TECHNOLOGY': Federal Agencies Need to Address Aging
Legacy Systems,” dated April 11. 2016 (GAO Code 100087, Attached is DoD's proposed
response to the subject report. My point of comtact is Ms. Susan Haggenty. 371-372-7848,
susan j haggerty2 civi@mail mil.
Sincerely,
DE
VRIES.DAVID.L
EE.1093968235

David L. De Vries
Principal Deputy

Anachment:
As stated
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A dix Vit: C from the D
of Defensa

ATTACHMENT

GAU DRAFT REPORT DAY

GAQ-16-468 (GAO CODE 100087}

SINFORMATION

THNGLOGY
AGING L

TO ADDRESS

BEPARTMENT OF DEFEN
T THE GAO RECOM)

OMMENDATION: To adddrass obsolete IT investments i need of modernization or
ment, the GAD recommends that the Secretary of Delense direct the ageney CIO to
and plan 1o moderr replace legacy systems as needed and consistent with OME's
dralt guidance, including ¢ o be performed. and functions to be replaced or

2nh;

ormnendation
madernived, u ) 3 in the last several v
investment review process under the oversight of the Defense Business
BB, ired by the Deputy Chief M Officer and the T

Informuatic or, continues 1o move forward with key i SRS
syslems § that will enable further st
envirstaent.
that should be med
Depariment processe:

or replaced, hased on
consistent o the extent practicabl
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Appendix VIIl: Comments from the
Department of Energy

Department of Energy
Washington, OC 20585

May 11,2016

Mr, David A. Powner

Direetor, Inft ion Technology and Tssues
1.8, Goverament Accountability Office

441 G Street, NJW.

Washington, D.C, 20548

Dear Mr. Powner:

Fam pleased to provide the Depatment of Energy™s (DOE) response to the Government
Aceountability (fTiee’s (GAQ) dralt report GAO-16-468, Informarion Technology
Federal Agencies Need to Address Aging. Legacy Svstems (Jeb Code 100087). DOE
agrees with the need (o modernize or replace legacy systems and looks forward to
yeeciving and applying the new OMIB puidance to the Department’s modernization
partfolio.

DOE"s Office of the Chicf Information Officer (OC10) will wosk collaboratively with the
Prograny’s information technology (T) excentives o engage in a process o address the
recosmmendation. Details concerning 1DOEs response are provided in Enclosure 1.
Enclosure 2 contains technical cormments that salicit clarification on a few points from
draft report GAO-16-468.

You may dircet your questions to Mr. Rohin Crisp, Director, Office of Enterprise
Parifolio Management, at {202} 586-3942 or via e-mail o obin.cri

Chief Infermation Officer

Enclosures
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Appendix Viti: Comments from the Department
of Energy

Encloswre 1

MANAGEME! E
GAO Drafi Repert, GAO-16-468
INFORMATION TECHNOLOGY:
Federal Agencics Need 1o Address Aging, Legacy Systems

RESPO]

Recommenidation 2;

The Secretary of the Departaent of Encrgy shauld direct its CI0 to identify and plan to
modesnize or replace legucy systems as needed and consistent with OMB's draft
guidance, including time frames, activities fo be performed, and functions fo be
replaced or enhanced.

Management Response 2: DOE partially concurs with this recomumsudation. DOE
agrees that the CIO showld collaborate with DOE [T program managers to identify
obsolete 11 investments or Jegacy systems and plan to modemize or replace them as
necded to ensure that the Departiment docs not maintain investments or systems that have
outlived their usdxﬂnc\s and are consviming » cwm‘us thut outweigh their benefits. The
Departinent continues to take steps o modernize its Cy Invests and systems, as
needed, and, as fundm ¢ is avaitable, All four of the I)()I s listed in Table 3. of
Appendix 1V. Agency-Reported Oldest Systems or Investments of this report have been
identified for modernization or replacement; three have been modernized as recently ag
FY 20 he Department also recently responded to a sinilar request from Congress; in
it response, i identified the top ll\xc\ misston-critical systems in reed of moderization
and the oldest program languages . Ser March 22, 2016 Lelter to the Comimittee on
Oversight and Government Reform an\ Michael Johnson, DOE Chicf Information
Officer.

As OMB draft guidance has not as yet been issued, 1DOE has nothing to review and
afyze with respect to any impact of this guidance for compliance. Therefore, DOE
CHBRNOL CONCUE W h (\m part of the recommendation. DOE will veview any future OMB
xdu early implementation of such guidance. as applicable to

s provided.

Wit st Emd
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Appendix IX: Comments from the
Department of Health and Human Services

 Logisiaton

MAY 11 2016

Mr. David A. Pawner

Director. Information Technology

LS. Government Accountability Office
441 G Street NW

Washington, DC 20548

Dear Mr. Powner:

ility Qftices (GAD) report entitled,
d 10 Adidress Aging Legacy Sstms™

Attached are an the U.S, Governmen
SINFORMATION TECHNOLOGY: Federal Agenci
(GAO-16-468 ).

The Department appreciates the opportunity to review this report prior to publication.

Sincerely,

by @ gfo
)
9%
Jim R. Esques

Assistant Seeretary for Legislation

Attachinent
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Appendix IX: Comments from the Department
of Health and Human Services

GENERAL COMMENTS OF THE DEPARTMENT OF HEALTH AND HUMAN

NEED

The Department appreciates the epportunity to review and comment on this drafl report.

GAQ Recommendation
The Covemmen Acooun

Human Services take action on the following:

1. Direct the Chief Information Officer {C10) 10 identify and plan to modernize or replace
legacy systems as needed and consistent with the Office of Management and Budger's
(OMB) draft guidance including time frames, activities to be performed, and functions to
be reptaced or enhanced.

th GAQ’s recommendation. The Office of the Chief Information Officer is
working o identify and plan to modemize o replace IT systems, especially those nearing the end of
their useful life ot using unsupported teehnology. As part of these efforts, HHS wilt work with
OMB. Modemnizing or retiring outdated. outmoded, or end-of-ife 1T systems is one of HHS's
highest prioritics.
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Appendix X: Comments from the Department
of Homeland Security

5. Department of Homclend Security
Washington, DC 2028

. Homeland
Security

May 11,2016

David A. Powner

Director, Information Technology Management Issues
U.S. Government Accountability Office

441 G Street, NW

Washingten, DC 20548

Re:  Drafl Report GAO-16-468, “INFORMATION TECHNOLOGY: Federal
Agencies Need to Address Aging Legacy Systems™

Dear Mr. Powner:

Thank you for the opportunity to review and comment on this draft report. The U.S.
Department of Homeland Sccurity (IS appreciates the 1.8, Government
Accountability Office’s (GAQ's} work in planning and conducting its review and jssuing
this report.

“The Department is pleased to note GAO's recognition of the operational analyses DHS
has performed on at-risk investments, Of the top 10 investments reviewed government-
wide with the fargest spending on operations and maintenance, only the DHS investment,
underwent an operational analysis to assess cost, schedules, whether the investment is
still meeting eustomer and husiness needs, and fnvestment performance. Additionally,
GAO found that DHS has performed upcmtinnal analyses on 11 of!Z other at-risk
investments sampled. DHS is itted to further str ing its i

oversight through increased use of the DHS Operational Analy: sis Guidebook. to ensure
that all Office of Management and Budget (OMB) factors are addressed. s appropriate.

The draft repert contained one recommendation for DHS with which the Department
coneurs. Specifically, GAQ recommended that the Sceretary of Homeland Security:

Recommendation: Direct the CIO to identify and plan to modernize or replace fegacy
systems as needed and consistent with OMB’s draft guidance, including time frames,
aetivities to be performed, and functions to be replaced or enhanced.

Response: Concur. DHS OCIO will review the drafi OMB guidance and begin to
establish a framework for id;mif\ing and replacing/modernizing legacy systems that is

i with the guid; r The framework will be finalized shortly after
reccipt of OMB’s finalized guldance Lxlxmaled Completion Date: To Be Determined.
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from the D

1 Ci
of Homeland Security

Again, thank you for the opportunity Lo review and comment on the draft report.
Technical comments were previously provided under separate cover. Please feel free ta
contact me if you have any guestions, We look forward to working with you in the

future,

Sincerely,

Ak

JimH. Crumpacker. CIA, CFE
Dircctor
Departmental GAO-QIG Liaison Office
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Appendix XI: Comments from the
Department of State

United States Department of State
Comptrolier
Wavlingtor, DC 20530

Dr. Loren Yager HEY T1E
Managing Director

Intemnational Affairs and Trade

Government Accountability Office

441 G Street, NW.
Washington, D.C. 20548-0001

Dear Dr. Yager:

We appreciate the opportunity to review your deafl report,
FINFORMATION TECHNOLOGY: Federal Agencies Need to Address Aging
Legacy Systems.” GAQG Jeb Code 100087,

The enclosed Department of State comments are provided for incorperation
with this letter as an appendix o the final report.

1 you have any questions concerning this response, please contact
Pauls Lee, IT Specialisy, Office of Rusiness M 1t and Planning, Bureau of
nformation Resource Management at {302) 45

Sincerely,

R N

Christopher H. Flages

IRM ~ Steven C. Taylor
State/OIG - Norman Brown
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ppondix Xi: G from tho Depar T
of State

Department of State Response to GAQ Draft report

INFORMATION TECHNQLOGY: Federal Ageneics Need

{GAO-16-468, GAQ Code 100087)

tof State appreciates the opporiunity fo comment on the draft

ation Technology: Federal dgenc

The Departme
report “Tnfos
Sustemms.

To better manage Tegacy systems and inves
recommendation to the Department of State. To nvestments
ced of modernization or replacement, GAQ recommends that Secretary of State
the Department’s CIO to identify and plan to modernize or replace legacy
systems as needed and consistent with OMB’s draft guidance, including time
frames, activities to be performed, and functions to be replaced or enhanced.

Response:

The Department agrees with this recommendation and Is currently awaiting final
modemization guidance from OMB. Upon publication of OMB’s guidance, the
Department will work with OMB to develop detailed plans for modemization.
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Appendix Xll: Comments from the
Department of Veterans Affairs

DEPARTMENT OF VETERANS AFFAIRS
WASHINGTON DC 20420

May 11, 2016

Mr. David A. Pawner

Director

Information Technalogy Management issues
U.S. Government Accauntability Office

441 G Street, NW

Washington, DC 20548

Dear Mr. Powner:

The Department of Veterans Affairs {VA) has reviewad the U.S. Government
Accountabifity Office’s (GAO) draft report, “INFORMATION TECHNOLOGY: Federal
Agencies Nead to Address Aging Legacy Systems” (GAO-16-468). VA agrees with
GAO’s conciusions and concurs with GAQ's recommendation to the Department,

The enclosure specifically addresses GAC's recommendation in the draft repart
and provides an action plan.

VA appreciates the opportunity fo comment an your draft report.

Sincerely,

XA
4%977

Chief of Staff

Enclosure
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Xit: C from the Dep:
of Veterans Affairs

Enclosure

Department of Veterans (VA] Commenis to
Govemment Accountability Office {(GAO) Draft Reporl
“INFORMATION TECHNOLOGY: Federal Agencies Need
to Address Aging Legacy Systems”
(GAO-16-468)

GAQ Recommendation: Yo address obsolete IT investments in need of

m ization or r GAQ that the Secretary of Veterans
Affairs direct the agency CiO to identify and plan to modernize or replace legacy
systems as needed and consistent with OMB’s draft guidance, including time
frames, activities to be performed, and functions to be replaced or enhanced.

VA Comment: Concur. Effective Aprii 2016, the Department of Veterans Affairs' (VA}
Office of information and Yechnology (OI&T) finalized its plans and officially launched a
new Enterprise Program Management Office (EPMO} that will provide lifecycle
rmanagement oversight for portfalios of systems {provisionad and non-provisioned).
EPMQO portfolio managers will be responsible for ensuring the heatth of their portiolins
and making recommendations to isadership regarding which legacy systems shautd he
modemized, retired, or raplaced.

The EPMO will engage other OI&T offices and affected business organizations to
develop and implement new systems lifacycle management policies and procedures.
They will ensure that these processes are consistent with emerging Office of
Management and Budget guidance.

VA is curfently planning to retire two COBOL-based VA systems that are high risk for
obsolescence: VA's Personnel and Accounting integrated Data (PAID) {automates time
and attendance for VA employees) and Benefits Delivery Network {BDN} (tracks
benefits claims}. Currently, these systems are scheduled to be retired in 2017 and
2018, respectively.
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Appendix XllI: Comments from the Social
Security Administration

May 1i, 2016

Mr. David Powaer
Dircciar, Information Techuology

sues

fovernment Accountability Office

At on the draft report. “INFORMATION TECHNOLOGY:
ging Legavy Systems”™ (GAQ-16-468). Please see our

Federal
encloged comments.

520. Your staff m:
{4107 B65-0680.

ontact me at (410} 965
on St

If you have any questions, pl
Gary $. Hatcher, Senior Adv

or for the Audit L

Sincerely,

s Ca \/3

Enclosure

AINISTRATION
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Appendix XHi: Comments from the Social
Security Administraticn

COMMENTS ON THE GOVERNMENT ACCOT.
SINFORMATION TECHNOLOGY: FEDERAL AG
LEGACY SYSTEMS” (GAO-16-468)

ABILITY OFFICE DRAFT REPORT,
NCIES NEED TO ADDRESS AGING

Thank you for the opportunity 1o review the draft report. We have already initiated numerous
activities to modemize or replace Jegacy systems. Our information technology modernization effort
is comprised of three elements: Modernizing and structuring our code, enterprise data architecture
modemization, and infrastructure optimization. Below is our response to the recommendation.

Recommendation |

Direet our Chief Information Officer to identify and plan to modemize or replace legacy systerns as
needed and consistent with the Office of Management and Budget's draft guidance, including time
frames, activ: 16 be performed, and functions to be replaced or enhanced.

Response

We agree. in our current information technology budget environment, modernizing aur legacy
systems represents a significant priority for our budgeted (1T) resources, As resources permit, we
will continug to work 1oward modemizing ali of our systems.
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Appendix XIV: GAO Contact and Staff
Acknowledgments

GAO Contact David A. Powner, (202) 512-9286 or pownerd@gao.gov
—
Staff In addition to the contact name above, individuals making contributions to
this report included Gary Mountjoy (assistant director), Kevin Walsh
Ackn owledgments (assistant director), Scott Borre, Rebecca Eyler, Bradley Roach, Tina

Torabi, and Jessica Waselkow.
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GAO's Mission

The Government Accountability Office, the audit, evaluation, and
investigative arm of Congress, exists to support Congress in meeting its
constitutional responsibilities and to help improve the performance and
accountability of the federal government for the American people. GAO
examines the use of public funds; evaluates federal programs and
policies; and provides analyses, recommendations, and other assistance
to help Congress make informed oversight, poticy, and funding decisions.
GAO’s commitment to good government is reflected in its core values of
accountability, integrity, and reliability.

Obtaining Copies of
GAOQO Reports and
Testimony

The fastest and easiest way to obtain copies of GAO documents at no
cost is through GAO’s website (hitp://www.gao.gov). Each weekday
afternoon, GAO posts on its website newly released reports, testimony,
and correspondence. To have GAO e-mail you a list of newly posted
products, go to http://www.gao.gov and select “E-mail Updates.”

Order by Phone

The price of each GAO publication reflects GAO's actual cost of
production and distribution and depends on the number of pages in the
publication and whether the publication is printed in color or btack and
white. Pricing and ordering information is posted on GAO's website,
http://www.gac.gov/ordering.htm.

Place orders by calling {(202) 512-8000, tolt free (866) 801-7077, or
TDD (202) 512-2537.

Orders may be paid for using American Express, Discover Card,
MasterCard, Visa, check, or money order. Call for additional information.

Connect with GAO

Connect with GAO on Facebook, Flickr, Twitter, and YouTube.
Subscribe to our RSS Feeds or E-mail Updates.

Listen 10 our Podcasts and read The Watchblog.

Visit GAO on the web at www.gao.gov.

To Report Fraud,
Waste, and Abuse in
Federal Programs

Contact:

Website: http://www.gao.govifraudnet/fraudnet. htm
E-mail: fraudnet@gao.gov
Automated answering system: (800) 424-5454 or (202) 512-7470

Congressional
Relations

Katherine Siggerud, Managing Director, siggerudk@gao.gov, (202) 512-
4400, U.S. Government Accountability Office, 441 G Street NW, Room
7125, Washington, DC 20548
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Chuck Young, Managing Director, youngc1@gao.gov, (202) 512-4800
U.S. Government Accountabiiity Office, 441 G Street NW, Room 7149
Washington, DC 20548
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2016 DBIR Contributors

(See Appendix B for a detailed iist.)
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2016 DBIR—Introduction

“It’s like déja vu, all over again.”
—Yogi Berra

Well here we are again, and it is time to take the annual journey into our
collection of real-world data breaches and information security incidents from
the prior year, We have published this report nine times' and we truly appreciate
you spending your valuable time with us, whether you have been with us since
our humble, pie-chart-centric beginnings or if this is your first read.

We would be remiss if we did not begin by acknowledging the organizations
that contributed data {and time} to this publication. Simply stated, we thank you
for helping to make this possible. For a fuli list of contributors, mosey over to
Appendix B.

The incident data is the workhaorse of this report and is used to build out alt
the information within the Breach Trends and incident Classification Patterns
sections. We use non-incident security data to paint a fulier picture in the
patterns as well as in stand-alone research, Any opportunity to take several
organizations' data and combine them for a research topic was pursued. The
Gestalt principles in action!

The nine incident classification patterns we identified back in the 2014 report
still reign supreme. And while there are no drastic shifts that have established
a show-stopping talking point when looking at the patterns as a whole, we have
searched for interesting tidbits in the actions that comprise them,

This year’s dataset is made up of over 100,000 incidents, of which 3,141 were
confirmed data breaches. Of these, 64,199 incidents and 2,260 breaches
comprise the finalized dataset that was used in the analysis and figures
throughout the report. We address the reasons for culling the dataset in

Victim Demographics and provide additionat details when we discuss motives
in Breach Trends. Of course, we would never suggest that every last security
event of 2015 is in this report. We acknowledge sample bias, and provide
information about our methodology as welt as finks to resources that we
encourage you to ook into to help colfect and analyze incident data within your
own organization, in Apperniix £,

We will aiso acknowledg: wivat isn't in this report. For those looking for
prociamations about this bsing the year that mobile attacks bring us to

our knees or that the Inte et of Things {loT} is coming to kili us all, you wil}
be disappointed. We still do not have significant real-world data on these

The nine incident
classification
patterns we
identified in 2014
still reigh supreme.
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technoiogies as the vector of attack on organizations.” if you feel we are in
error, put down the torches and pitchforks and share any breach data that you
have. We are always looking for avenues to shine lights into areas in which we
may not have sufficient illumination. Also, their absence is not a suggestion to
ignore these areas in your risk management decision-making.

The report is designed so you can enjoy it like a prog-rock concept album, from
beginning to end, or feel free to bounce around (the room). Enjoy the Breach
Trends section for ali your figure and chart needs. Get some knowledge on a
few of the concepts that stretch across several patterns in our Points of Focus
section and for those who want more factoids, pop over to the appendices and
give our Taupe Book section a look.

2 Yes, we are aware of the xCode hack, but without confirmed organizations that suffered an attribute
foss it will not be an influencer of this report,

Verizon 2016 Data Breach Investigations Report
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Victim demographics

Before we get into the adversaries behind the incidents and breaches No locale, industry

that botr} underpin this report_ and keep ianrp1ation security professionals or erganizatien is

busy, let’s acknowledge who is on the receiving end of these attacks. sullet § wh

The 2016 raport features incidents atfecting organizations in 82 Qutielproot w en

countries and across a myriad of industries. it comes to the
compromise of data.

Figure 1.

Countries represented in
combined nassload.

No locatle, industry or organization is bufletproof when i comes o the
compromise of data. Some are notably more represented than others and this
is not an indictment that the public sector is any less sacure than any other
industry, As with prior years, the numbaers that follow are heavily influenced

by US agency reporting requirements, which open up the fire hose of minor
securily incidents. Tables 1 and 2 show the number of incidents and breaches
by victim indusiry and size. You may have noticed that the totals in Talbles 1 and
2 feature fewer incidents and breaches than the previously advertised 100,000
and 3,141, None are typos--there are a couple of filters applied to the original
total. We exciuded incidents involving devices repurposed as infrastructure to
be used against another target {more on this in the Secondary Motive sidebar
in Breach Trends). We also had numerous incidents that failed the *You must be
this detailed to enjoy this ride” test.®

3G ity and suoring is di in Appendix £ & !
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When we zoom in on just confirmed breaches, the numbers are less
astronomical and we see industries such as Accommodation and Retait
accounting for a more significant percentage of breaches (as opposed to
incidents). This is unsurprising as they process information which is highly
desirable to financially motivated criminals,

Accommadation (72) T8 :
Palat e
 Agricuttre (1) - o 3
Constructiont23) - 9 0 4 5
 Educational (61) 254 i 292090
Entertainment (7 81 2688
e SepEonenn e
 Healthcars (62) Cx 35 120
information (51 8 as o GTa
Managérment (55) BT T B o
Manufacturing (31533) © 71 78 qos
L e
P ey o e
Frofessional (54) g6 a9 03
e e e
RealEstate (58) - . 3 a4 a4
Retail (44-45) L e 37000
S - e e
Transportation (48-48) - 31wy 6
Utiities 22 24 0 3 21
Unknown  s4s3 @3 1 oasy
otat . oeams 52 47408 16270 Tabe 1.

Number of security incidents by
victim industry and arganization size,
2015 dataset.
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Accommodation (72) 0 B TN

‘ Administrative {56} 18 - 6 ‘ ‘2 o TC
Agriculture (11 to e 0 3
Construction {23) P 1 3

+ Educational (81) . P TN 18
‘Enfertamment Fﬂ} S 38‘ - ‘18‘ o ~~~$ ‘19
Finanos (52) Civsse uo ea 687

' Healthoare (62) o ws - & 20 7
Information (51 Shrea T e 170

‘ Managemem (35} ‘ o s 0 : le] : Q
Manufact‘uring (31;3‘3‘) h E 37 : S - ‘5 ‘ : B 11 ‘ 2‘{ ‘
Mining (20 7 o 6 T
Other Services (31 1 B 2 4

e R e
 Public (92) Hg3i 4 g2 &7
Peal Estate (53) 5 3. 2
Retail {44-45) S e 2 29
e L e
Transportation (48-49) < 15 : k 3 e

s S o
Unknown Coma e o 161
Tl 2260 | 4a7.. a2 1501 Table2.

Number of security incidents with

contirmed data loss by victim industry
Small = drganizations with fewer than 1,000 employees, Large = organizations and organization size, 2015 dataset.
with 1,001+ employees.,
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Breach trends

Piaying a part on the biue team in information security can, to a very small
degree, be compared to the lot of a hapless scldier. The soldier is told to guard
a certain hill and to keep it at alf costs. However, he is not told who his enemy
may be, what they fook like, where they are coming from, or when {or how) they
are likely to strike, To ride this analogous horse a bit further, the soldier is given
a hand-me-down rifle with only a few rounds of ammunition to fuifill his task. It
seems a bit unfair really—even the American Revolution got Paul Revere.

With that in mind, we hope that this section and the facts and figures contained
in it will go some way toward making you better prepared than our friend
mentioned above, After ail, “forewarned is forearmed.”

G mie? ;mmer an V&RSS
This section; and many that follow, are i:zased onthe chbuiary far
Event Recording and Indident Sharing. or VERIS for short VERIS is
& tramework to record and share your security sverts, incidents and
breaches ina repeatable mianner itasks the question, what threal:
‘Actor took what Action on what Asset compromising what Attribute?:
“eWecommuonly refer tothose as the 4As. In addition to the 4As it 8
. cammeﬂ fimeling; vmsm demagfa;} UES, da;covery memod xmpact
- i‘{‘.aia and much more.

. ~There are 4ot of mois ava;iah & for VERIS, Mathods fCﬂ' creatmg; S
S porting and analyzing the dataare ail fresly aval abi Mare on that
i in Appendix B Methodology and VER;S resodrces. ;

Be prepared:
forewarned is
forearmed.
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For those who have read the DBIR hefore, Figure 2 will come as no surprise.
Again, the Actars in breaches are predominanily external. While this goes
against InfoSec foiklore, the story the data-cansistently tells is that, when it
comes to data disclosure, the attacker is not coming from inside the house. And
let's face it, no matter how big your house may be there are more folks outside
it than there are inside it. .

Fig‘ure 2.

2010 2011 2012 2013 2014 2015 Percent of breaches per threat actor
category over time, {n=8,158)

Why are these people attacking me?

So.why do the Actors do what they do? Money, loot, cash, filthy lugre;

greed ..get the idea? in fact, it can be money even when it's not money.

{se¢a Secondary Motive sidebar for more). In-the 2013 DBIR it appeared that
pertiaps the reigning fotharic of “financial gain” was in danger of being cast
aside in favor of "espionage.” Could such a thing come to pass? No, nof really.

00% Financial
8 ﬁ Espionage
B Fun
tdealogy
5 Grudge
75% 9
. Euerything Eise
50%
26%
RS - Figure 3.
2009 2010 20m 2012 2018 2014 2015 Percent of breaches per threat actor

motive over time, {n=6,752}
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There was never any real danger of the financial motive losing its prominence,
as even al its peak, espionage remained a far distant second. As illustrated
by Figure 8, breaches with a financial motive dominate everything else,
including espionage and fun.

e ksecondary motwe
Many. of the attacks drscussed in this report have what we ca!i a

b secondary ‘motive’; which we define as when the motive of the incident -
oIS 1o ‘aid in a different attack’ We filter these out of the report because
it would cvershadow everything else if we didn't.One example is where o
the bad Quy compromises aweb server to repurpose it to his ownuses
leg. hostmg malicious fnes or.using.itin a'spamor Dos botnet). Even
riminals: need mfrastructure “tis atar far betler thing” that someone
. else manages it for free, rather than having fo pay for it yourself. We
. had thousands of thése incidents, as well as poorly configired NTP

sand DNS servers ?everaged o {aunch reﬂecixve DoS attacks,

Pistols at dawn, or knives at noon?

Now that we know at feast a very lttle bit more about who's coming after us,
the naxt logical question is: how are they armed? As a glance at Figures 4

and 5 can show you, it is often with phishing, which ieads to other events that
are not going 1o make your day. We aiso see the calfing card of Point-of-Sale
(POS) attacks. No need to go get in the weeds on this here, as these topics will
reappear quite a bit in the pages to follow.

lacking

1500 |
88 mapware

1000

Breach count

(<}

Figure 4.

Number of breaches per threat action
categary over time, {(n=D,009}

2005 2007 2008 201 2013 208

Naw, to be fair to the other hardworking threat action types in our list, phishing
{and the higher level threat action category of Social) was given aleg up this
year by the ‘Dridex’ campaign. We had several contributors who combined to
provide a great amount of insight into that naughtiness and this skewed the
resuits somewhat.
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Nevertheless, at this point, we think both Phishing and Point-of-Sale couid
safely say, in their best Ron Burgundy voice; *You might have heard of me,

2012

2013

2014

'm kind of a big deal.” Due to this rock-star status, we're going to dig a littie

deeperinto POS attacks later in the Patterns section and also'in-the Post-

Compromise Fraud write-up. Likewise, we discuss phishing in greater detail
in the Phishing section and Cyber-espionage pattern. We even have a section

on credentials this year. Credentials have made numerous camec appearances
in this report for years, but never before have they had a speaking part.
(Always a bridesmaid, never a bride.}

The many facets of assets

Guess what? When the bad guys’ actions are centered around phishing and
POS devices, the asset varieties displayed in Figure 6 reflect this. That lovely
“Person” line trending up is due o the human asset falling victim to phishing

attacks®, The “User device" line upward trend is based on desktops being
infected with malware, as well as POS terminals getting popped.

50% M%
40%
30%
20%

10%

2008, 2010

4 In VERIS we modei this stage of the attack as a fass of Integrity based on the influencing of human behavios,

201t

2012

2013

2014

2015

Maiware - C2
B8 Hacking - Use of stolen creds
B Matware - Export data

Hacking - Use of backdoof or C2
8} social - Phishing

Maiware - Spywara/Keylogger
8 Maiware - RAM

88 Hacking - Brute force

§8 Matware - Backdoor

Figure 5.

over time, {n=7,717)

B server
User Device
Person
Media

Kiosk/Terminat
3¢ Network

Figure 6.

Percent of breaches per asset
category over time, {n=7,7386}

Verizon 2018 Data Breach investigations Report



191

Mick was wrong~time is not on our side.

Rome wasn’t built in a day, but data breaches frequently were. Figure 7
lustrates how quickly the threat Actor gets in and out of your network. The
large spikes, however, are driven by very specific threats. The compromise
time of minutes, while depressing to ook at, Is actually another reflection of
the ubiquitous *Dridex’ breaches in this year's dataset. As previously alluded
to, these cases begin with a phish, featuring an attachment whose mission in
its malware life is to steal credentials. if you have legit creds, it doesn’t take
avery long time to uniock the door, walk in and help yourself to what's in the
fridge. Conversely, the exfiltration time being so weighted in the ‘days’ category
is heavily representative of attacks against POS devices where malware is
dropped to capture, package and execute schedufed exports.

81.9% 2
- 3
R
g
ES
&
E
A
3
<% <% _<1%
B67.8% ®
g
g
21.2% 7
8
TSR <1% <1% @ Figure 7.
‘ ) ‘ Time to compromise and exfijtration.
Seconds Minutes Hours Days Weeks Months Years

Bad news traveéls fast, with one exception. .

We like this next graph~one line goes one way and the other line goes the
other way. Actually we would like it even more if the lines took different paths.
The bad news is, the detection deficit in Figure 8 is getting worse.

100% e # Time 1o Compromise
e ime to Discover

5% s

67% 56% S55% 61% 67% 62% 67% B89% 62% T6% 62% B4%

50%
S
2
8
w  25%
<
@
=
K]
® Figure 8.
£ Percent of breaches where time
z 0% to compromise {green}/time to
# 3

2008 ‘ 2007 2008 2011 2013 2015 discovery (hlue) was days or less
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In the 2015 report, we mentioned that there was some improvement in discovery
in the ‘days or less' category, however, that improvement was short-lived. We
aiso pointed out that we wouid need more than one year's data to verify that

as a definite trend and sadly we did not get that verification. Moreover, readers
with excellent memories wilt notice that the deficit in 2014 grew from fast year's
report. Data for the year-to-year graphs is filtered by incident year {i.e., when
the compromise occurred). We continue to add incidents and breaches to prior
catendar years post-report to enrich our data. Also, some breaches will occur
late in the year and are discovered the next year.

To add another ray to this sunbeam, attackers are getting even guicker at
compromising their victims. When you review the leading threat actions again,
this really won't come as a surprise. The phishing scenario is going to work
quickly, with the dropping of malware via malicious attachments occurring
within seconds. Physical compromises of ATMs and gas pumps also happen
in seconds. in the majority of confirmed data breaches, the modus operandi of
nation-states as well as financially motivated attackers is to establish control
via malware and, when successful, it is lightning fast. As this figure is for
confirmed breaches only, it makes sense that the time to compromise is almost
always days or less (if not minutes or less). If—~and some have called "if" the
biggest word in the language —there's any good news, it's that the number of
breaches staying open months or more continues to decline slightly.

&%

0%

20%

2008 2007 2008 201 2013 2015

When it comes to external® breach discovery, fraud detection and law
enforcement notification are battling it out like the Ceitics and Lakers in
the '80s. Figure 9 shows that law enforcement wiit raise the banner for
2015, due {again) to a botnet takedown and the subsequent notifications
to members of the botnet. All in all, external notification is up. And when
you have to wait on external detection to tell you you're popped, it's
probably too late to keep the horses in the barn.

5 Externalis everything but internal detection and when a partner supplies a monitoring or AV service.

The time to
compromise is
almost always
days or less, if not
minutes or less.

.aw Enforcement

raugd Detection
hird Party
ﬁ rternat

Figure 9,

Breach discovery methods aver time,
(n=6,133).
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Points of focus

One last thing before we get to the patterns. There are a couple of topics that
are omnipresent in many of the patterns that we use to ciassify incidents. While
they will receive credit where credit is due, in the pattern sections, we feel that
we also need to put the spotlight on them here.

We have numerous breaches where we can infer that some Common
Vulnerabilities and Exposures (CVE) were used in order for the attack to
advance. Hey, we're looking at you, drive-by downloads! Unfortunately, we don't
have a tremendous amount of CVE data in our corpus, either because it was
not measured or was unabie to be identitied. This lack of detail makes us an
embarrassment of sad pandas. (Yes, we wanted to say “sleuth”, but apparently
we can't. Look it up.} Luckily we have contributors in the vulnerability space that
can lighten our mood.

Phishing has continued to trend upward {like spawning salmon?) and is found
in the most opportunistic attacks as well as the sophisticated nation state
tomfoolery. We feature a section where we dive into the human element a bit
deeper, with some data on our innate need to click stuff.

Lastly, we strike a deceased equine a bit more with a section on
credentials {of the static variety). Don't get us wrong—passwords are
great, kind of like salt. Wonderful as an addition to something else,
but you wouldn’t consume it on its own.

We don’t have a
tremendous amount
of CVE data because
it wasn’t measured
or was unable to be
identified.
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Vulnerabilities

New vulnerabilities

SAdookinto soltwate come out every day.

Description : -making any progres.
: i todmproves

5 Kenna Seourity (formerly Risk 1/O) collaborated
: - with us again to leverage theirvulnerability ar
Contributors’ exploitation data. We alst utilized vilnerabiity
- scarcdata provided by Bevond Trust Qualys and -
S Tripwire in support o : G -

i ibilitles are st heavily targsted:
a methodical patch approach that emphasizes
 consistency and covelrage is more impoftant.
thanexpedient patching oo

Key findings

Methodology

The visualizations and statements regarding rates of exploitation in this section
are underpinned by vulnerability expioitation data provided by Kenna Security.
This dataset spans miilions of successful real-world exploitations, and is
derived from hunting down exploitation signatures in security information and
event management {SIEM) logs and correlating those with vuinerability scan
data to find pairings that would be indicative of a successfut exploitation.

The tortoise and the hare

Vulnerabhility management has been a Sisyphean endeavor for decades. Attacks
come in millions, exploits are automated and every enterprise is subject to the
wrath of the gquick-to-catch-on hacker. What's worse, new vulnerabilities come
out every day. Since the first DBIR, we've been advocating the turtle’s approach
to vulnerability management {slow and steady wins the race).

This year we revisit this data to see whether the trends hold, but in typicai DBIR
fashion, we dig a little deeper, to look at not just how attackers are interacting
with vulnerabilities {exploitation), but also how well and how fast enterprises are
executing remediation. If we can measure both of these routinely, then we can
provide much-needed answers about how the tortoise won the race-and so
tearn how to ciose the gap between attackers and enterprises.
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Slow and steady —but how slow?

This year we take a different approach to measuring the time from publication
to exploitation. Figure 10 is a box plot, which plots the time between publication
and the first observed successful exploit by vendors.® We can see that Adobe
vuinerabilities are exploited quickly, while Mozilta vuinerabilities take much
longer to exploit after disclosure. Half of all expioitations happen between

10 and 100 days after the vuinerability is published, with the median around

30 days. This provides us with some general guidelines on which software
vulnerabilities to prioritize along with some guidance on time-to-patch targets.

260

220

60

20

Days to first exploitation

Grand Total  Abobe Microsoft GCracle OpenSSL Apple Mozilla

Vendor

Treading water

Figure 11 shows the number of vuinerabilities opened each week minus the
number of vuinerabhilities {aka “vuins”} closed, scaled by the number of assets
in the dataset during each week of 2015. When the line is above zero, it means
that more vulns are being opened than closed {new vuins disciosed, more
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& The blue boxes in Figure 10 reprasent 50% of the values for a given category and the gray fine within the bax is the
median value, The dats represent individual values

Figure 10.

Time td (irsx-knéwn exp!oi\atioﬁ
by vuinerabifity category.

Figure 11,

Deita of number of
vuinerabilities opened each
week and number closed.
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machines entering the environment, new software instalied}. When it's below
zero, remediation efforts are driving down vulnerability counts taster than new
vuins are entering the enterprise.

Basicaily, we confirmed across multiple datasets that we are treadin'g ) All that patching
water—we arep't sinking in new vu‘r}er.abilities, but we're aiso not swimming is for naught if
to the iand of instantaneous remediation and vuin-free assets. However, alt N t tchi
that patching is for naught if we're not patching the right things. If we're we r‘? no P? ching
going to tread, let’s tread wisely. the right things.

What should we mitigate? Hacker economics.
So what are the right things? The 2015 DBIR gave us an idea and
since then, not much has changed.

Revisiting fast year's trends, we find that the two goiden rules of
vuinerabilities still hold.

100
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»
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Figure 12,

Gount of CVEs exploited in 2015 by
2015 2013 201 2009 2007 2005 2008 2001 1999 CVE publication date.

CVEs successiully exploited in 2015

=)

CVE pubtication date

First, Figure 12 arranges CVEs according to publication year and gives a count
of CVEs for each year. While 2015 was no chump when it came to successfully
exploited CVEs, the tally of really old CVEs which still get exploited in 2015
suggests that the oldies are still goodies. Hackers use what works and what
works doesn't seem to change all that often.” Secondly, attackers automate
certain weaponized vulnerabilities and spray and pray them across the internet,
sometimes yielding incredible success. The distribution is very similar to last
year, with the top 10 vulnerabilities accounting for 85% of successfui exploit
traffic.® While being aware of and fixing these mega-vuins is a solid first

step, don't forget that the other 15% consists of over 900 CVEs, which

are also being actively exploited in the wild.

requent readers of the DBIH will notice one more gem in this chart -last year, the numbers of
published CVEs exploited were lower across the board—and this year, we have more and better data, Those newly
exploited CVEs however, are mastiy—and consistently ~older than ane year.

CVE-2001-0876, CVE-2011-0877, CVE-2002-0953, CVE-2001-0680, CVE-2012-1054, CVE-2015-0204,
CVE-2015-1637, CVE-2003-0818, CVE-2002-0126, CVE-1999-1058,

©
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Can't solve everything

in Figure 13, we see that during 2015, vulnerabilities published in 2015 and 2014
were being patched. After that though, the vuinerabilities begin to drop off

and really hit a steady state. This gets at a core and often ignored vuinerability
management constraint—sometimes you just can't fix a vulnerability—~be it
because of a business process, a lack of a patch, or incompatibilities. At

that point, for whatever reason, you may have to live with those residual
vuinerabilities, It's important to realize that mitigation is often just as useful as
remediation--and sometimes it’s your only option,

4D0M

300M

200M

J00M

2
&
P-4
=
)
]
2
E
=
2

oM . : e 3
2015 13 " Reic] o7 08 03 D1 29 87
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Recommended controls

Knowledge is powet.

Establish a process for vulnerability remediation that targets vulnerabilities
which attackers are exploiting in the wild, followed by vulnerabilities with known
exploits or proof-of-concept code.

Have aPlan B,

if you have a system that carnot be patched or receive the latest-and-greatest
software update, identify it, and apply other risk mitigations in the form of
configuration changes or isolation. Discuss a plan on how the device(s) could
be replaced without causing severe business disruption.

At your service

Vulnerahility scanning is also usefut in identifying new devices and new
services. Review scan-to-scan changes as another controt to identify unknown
devices and deviations from standard configurations.

Mitigation is often
just as useful as
remediation-and
sometimes your
only option.

Figure 13.

Closure rate of CVEs by CVE
publication date.
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Phishing

A form of social engineering in wiich a message.
“typically an'email, with a malicious attachmentior o
link is senttoa vzcnm With: the mtent of mckmg the

recrprem to openan attachment

- Description

. e Arm “Phishing Working Group, L a8 Constlting,
Contributors SANS Securing.the Human and chmbaf Secum‘g
e pmwded the non- “incident g

Top patterns- Evérything Else, Web App Attacks, Cyber-espionage

9,576 1 confirmed

Frgquency data deictosme

K o0 i 18% Df people tested clsck\m a pi'ushmg
- Key findings - attachment; median time 10 click is very shir,

You can't fool ali the peopie all the time. Or can you?

Social engineering in its basic form is simply to dupe or trick someone into
doing something they would not otherwise do (not unlike some online dating).
Social tactics can take many forms such as pretexting,® elicitation (the subtie
art of extracting information from a subject via conversation), baiting {planting
infected media in victim areas}, and a myriad of other lowdown and dirty tricks.
However, by far its most successful variety is phishing, which as the name
implies is malicious correspondence trying to get the recipient to take the

bait in the form of an attachment or embedded link. it is important to note that
‘pretexting’ via email {a back-and-forth dialogue leveraging an invented scenario
to gain a certain end)} and a phishing email are similar, but not the same. In the
case of a pretexting email, the criminal is primarily purporting to be someone
they are not, usualty within the victim organization {e.g., the CFO who instructs
the victim to approve a fraudulent Automated Clearing House {ACH) transfer).

Bummed is what you are...
..when you click on that attachment and get owned. The basic structure of
phishing attacks remains the same —user clicks, malware drops, foothold is

The majority of
phishing cases
feature phishing as
a means to install

persistent malware.
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gained. There are stilt cases where the phishing emai! leads users to phony
sites, which are used to capture user input, but the majority of phishing

cases in our data feature phishing as a means to install persistent malware.

The victim opens the email, sees the attachment that contains the maiware du
jour and says "That file looks good, 'l have that". What happens next is dictated
by the end goal of the phisher.

“What we have here is a failure to communicate.”

Apparently, the communication between the criminal and the victim is much
more effective than the communication between employees and security staff.
We combined over eight million resuits of sanctioned phishing tests in 2015
from muitiple security awareness vendors aiming to fix just that. Figure 14 is
jam-packed with information. In this year's dataset, 30% of phishing messages
were opened by the target across all campaigns.”® “But wait, there's more!” {in
our best infomercial voice} About 12% went on to click the malicious attachment
or link and thus enabied the attack to succeed. That indicates a significant

rise from last year's report in the number of fotks who opened the email (23%

in the 2014 dataset) and a minimal increase in the number who clicked on the
attachment (11% in the 2014 dataset}. The median time for the first user of a
phishing campaign to open the malicious email is 1 minute, 40 seconds. The
median time to the first click on the attachment was 3 minutes, 45 seconds, thus
proving that most people are clearly more on top of their email than | am.

Count

0.5M

Petcant

0%

Heours

However, before we drag these individuals outside and coflectively stone
them, keep in mind that the main perpetrators for these types of attacks are
organized crime syndicates (89%) and state-affiliated Actors (9%) who can
put some thought into the ruse they use {yeah, | know}. In roughly 636,000
sanctioned phishing emails, we captured whether the email was reported.
Approximately 3% of targeted individuals alerted management of a possible
phishing email. We did not verify by what means the email was reported, or
whether it was because they were savvy enough to avoid the trap or because
they only realized it once they had fallen in themselves,

10 Grantes this could be atfected by preview pane opering of emails or people not loading images in emais.

The main
perpetrators for
phishing attacks
are organized
crime syndicates
and state-affiliated
actors.

& opened
Clicked

A Percent {of opened) clicked

Figure 14.

Number of phishing emails
apened and clicked in first 24
Hours and percent of opened
emails that were clicked
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As an aside, the smaller proportion of nation-state Actors in this year’s data is

due to a large coniribution from a particutar contributor who saw a great deal of

‘Dridex’ campaigns which skewed the data toward organized crime. We should
not conclude from this that certain groups from East Asia have had a crisis of
conscience and mended their wicked ways.

Credentials

Secrets

Bank 1 7

Medical -7

Personal 7

Breach count

What do the attackers ultimately steal? A heck of a lot of credentials (mostly
due to the large amount of opportunistic banking Trojans—beware of Greeks
bearing gifts}), but also trade secrets.

Recommended controls

Filter it! Filter it real good!

“An ounce of prevention is worth a pound of cure.” It was good advice when
Ben said it and so it remains. The first opportunity to defend against emaii-
borne threats is {thankfully} before a human can interact with it. Email fiitering
is your buddy in this fight and you need to have an understanding of your
current solution, and test its implementation.

Talk amongst yourselves (I'm verkiempt}!

Provide employees with awareness training and information so they can tell

if there is something 'phishy" {couldn’t resist) going on, Also, provide them with
a means for reporting these svents. We recommend a button on their taskbar,
but whatever works for you.

One click does not a catastrophe make,

So, it snuck past your email filters and someone went clicky-clicky. There is
still ample opportunity to limit the impact. Assuming the organization’s “seekrit
stuff” isn’t resident on the initial foothold, make it hard to pivot from the user
device to other assets in the organization. Protect the rest of your network
from compromised desktops and laptops by segmenting the network and

implementing strong authentication between the user networks and anything of

importance. Static passwords are adorable, but sophisticated attackers don't
just bypass them, they utifize them to advance their attack,

Keep your eye on the bail.

You increase your chances of catching signs that you have fallen victim to a
phishing attack if you monitor outbound traffic for suspicious connections and
potential exfiltration of data to remote hosts.

Figure 15.

Top five data varieties breached by
phishing attacks, {n=905)

Protect the rest

of your network
from compromised
desktops and
laptops by
segmenting the
network and
implementing strong
authentication.
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Credentiails

63% of confirmed
data breaches

Usaof stolen c‘{e{ieniiaié‘ andother hkackmg and

‘malware sctions targeting traditional username and.

Description : S . | s
DESS authenticationare pre 1 across’ : involved weak,
numerobus patierns. 5 default or stolen
passwords.

Top patterns Web Ap;: Altacks; :PGS lﬁ#rdéimg

Frequency 1429 incidents with confirmed data disciosire,

- Statie credentials continue to.be térgeted by several:
Key findings <of the top hacking action varjeties and malware
functionafities i : SRR .

We're not mad, just disappointed.

The use of stolen, weak or defauit credentials in breaches is not new, is not
bieeding edge, is not glamorous, but boy howdy it warks. Static authentication
mechanisms have been attacked for as tong as we can remember. Password
guessing from an InfoSec perspective has been around at least as long as

the Morris worm, and has evolved to prominent malware families like Dyre and
Zeus that are designed to {among other bad things) capture keystrokes from
an infected device. All those efforts to get users to use special characters,
upper/lower case numbers and minimum lengths are nullified by this ubiguitous
malware functionality.

The capture and/or reuse of credentials is used in numerous incident
classification patterns. it is used in highly targeted attacks as well as in
opportunistic malware infections. It is in the standard toolkit of organized
criminal groups and state-affiliated attackers alike. Even fraud committed with
stolen payment card data often relies on the static Card Verification Value
{CVV) information on the magnetic stripe.”

We are realists here, we know that impiementation of multi-factor
authentication is not easy. We know that a standard username and password
combo may very well be enough to protect your fantasy football league. We
also know that implementation of stronger authentication mechanisms is a bar

1§ More on this in the Pist-Curr prary
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raise, not a panacea. Even with all of that, 83%" of contirmed data breaches
involved leveraging weak/defauit/stolen passwords. This statistic drives our
recommendation that this is a bar worth raising. Figure 16 shows the most
common threat action varieties associated with attacks involving legitimate
credentiais. The obvious action of the use of stolen credentials is numero uno,
but we see some other common actions used in conjunction, including C2
malware, exporting of data, phishing and keyloggers.

Hacking -
Use of stolen creds

Malware -
Export data

Maiware -
c2

Social -
Phishing

Malware -
Spyware/keylogger

incident count

12 We all incidents with i data di AND use of stoler creds OR brute force
OR password dumpers OR a data variety of credentials.

Figure 16.

Top threat action varieties within
incidents involving credentials,
{n=1,462)
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Incident classification patterns

What began with a muttered complaint of “ugh, another cne of these” during
data conversion a couple of years ago grew into a shift in how we present our
core resuits and analysis. The nine incident classification patterns were born
of recurring combinations of the who {(Actors}), what {assets), how {actions) and
why {motive} among other incident characteristics.

In the 2014 report, we found that over 90% of breaches fell into one of
the nine buckets and this year's dataset is no different. We hope that by
discussing security incidents, both for this year and historically, and using
these clusters as the foundation, we can allow security folks to gain the
most from the entire (huge) dataset. Understanding that you don't have to
necessarily worry about 2,260 different breach possibilities, but only a
select number of nine patterns {depending on your industry) makes the
life of a CISO less of a daily Kebayashi Maru.

Before we dive deeper into changes over time and the individual patterns
{and don’t fret, we will), let’s take a moment and look at the incident and
breach breakouts for 2015 in Figures 17 and 18.

1,347

Wiscellaneous Errors

Prvilege Misuse 10,480C
Physicat Theft/Loss
Denial-of-Service -
Everything Else 8,886
Crimeware & ‘

Web App Attacks
POS Intrusions i
Cyber-espionage ;

Payment Gard Skimmers @ 102
0% 0% 20% 30%
Paroentage of incidents

The nine
classification
patterns were
born of recurring
combinations of
the who, what,
how and why.

Figure 17,

Percentage {blue bar}, and count
of incidents per patlern, The gray
{ine represents the percentage
of incidents from the 2015 DBIR.
{n=§4,199)
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Webr App Attdcks

POS Infrust

Privilage Misuse

Cyhgr-espionags
Evarything Eise
Payment Card Skimmers
Physical Theit/Loss

Crimeware

Daniabof-Service E
0% 30% A0%

"

Q% 0%
Parcentage of breaches

Much to the chagrin of Jerry Lee Lewis, there was not a whote lot of moving
and shaking going on in the pattern rankings compared to last year and jooking
at all incidents, only one pattern moved in the pecking order. Crimeware was
the third most common pattern last year and has moved to sixth. The reason is
the filter on the secondary motive we discussed in the Breach Trends section.
Thousands of incidents where we know a device was participating in a denial-
of-service {DoS) bot (but nothing eise) were not sent to /dev/nuil per se, but
you won't find them here.”

The fact is that our dataset is constantly evolving with contributors joining {yay)
and others not able to participate for a year. Many of our contributors have a
certain specialty or discipline that resuits in their data being associated with a
certain victim industry, or threat Actor type, or country ... you get the picture.
Because of this fact, the ebbs and flows in the patterns from year to year are
attributed more to changes in our data than changes in the threat Jandscape.
Bad guy trends would fikefy be best gleaned from the threat action variety leve!
within a pattern and again, the deeper dives are coming. Having said ali of that,
Figures 19 and 20 represent the obligatory “trend” graphs.

2008 2007 2008 2008

200 2011 2012 2013 2014 2018

13 There are thousands of compromised wel servers used as phishing sites that did not make the cut either.
No information an how the server was compramised, or if it was owned or maintained by an organization.
was available,

Figure 18,

Percentage (blue bar), and count

of breaches per pattern. The gray
tine represents the percentage

of breaches from the 2015 DBIR.

{n=2,260)

ﬁ Web App Attacks
insider and Privilege Misuse

POS Intrugions

¢ Payment Card Skimmers
B Miscelianeous Errors

S Physical Theft/Loss

88 everyihing Bise ~
Deniat-of-Service Attacks

+ Cyber-sspicnage

B crimeware

Figure 19,

Freguency of incident ciassificati‘an“
patterns over time across security
incidents,
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T
B web App Attacks

nsider ang Privilege Misuse

O3S intrusions
i Payment Card Skimmers
I8 Miscelianeous Errars

hysical Theftfloss
B8 Bverything Slse
enial-of-Service Attacks

Cyber-espionage
B crimeware

o% Figura 20. o
2008 2000 Freguensy of incident classification
patterns over fime across confirmed

data breaches.
OK, in lieu of worrying about how patterns rank overall compared to each other, let's
get to the good stuff. The best way to use the patterns is to understand the applicability
of each of them to your organization. The following charts show the frequency of each
of the patterns relative to each industry. In other words, it shows for alf the incidents
{Figure 21) and breaches (Figure 22} within your industry, those patterns which were
common and those which didm’t make an appearance. We bave included the incident
and breach totals again as some of the combinations are a small percentage, but
stiff represent a significant number of events. We use the North American Industry
Classification System (NAICS) to classity the victim industry—go to the NAICS website'"
if you're unsure where your organization fits. Of course if you are an E Corp-like
congiomerate, you can have business units that fall into several industry categories. )
Figure 21.
eident patterng by industry
minimun 28 incidents

Ancommodation {721, ne382

% Administrative (563, n=d4

4%
5% Educational {51}, n=254
1% Entertainment {71, n=2.707
23 <{% Finance {82}, n=1,388
5%; Heatthcare (52), n=106
<% 2% 12% information (51n, 1,028
% e% 8% Manufacturing (31-35}, n=171
2% 1% Professional (54), n=916

24
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From an incident standpoint, Denial-of-Service stands out like “a zoot suit

at a Quaker funeral”. This is partly due to the fact that Do$ attacks are in

fact, happening all the time--remember all those popped boxes in the DoS
botnets we filtered out? Another reality is that the other patterns that are more
commonly classified as incidents as opposed to confirmed data breaches
{Crimeware, Insider and Privilege Misuse, and Physical Theft and Loss) are
mostly provided by the public sector and healthcare, Those are the top three
incident patterns and we are confident that in the real world they are taking

some of that market share from DoS in other industries. Figure 22.

incident patterns by industry
iminimum 25 incidents {only
eonfirmed data breaches}

% 1% Accommodation (72), n=282

<%

: ;7% i Educational {61}, n=29

Entertainment (71}, n=38

% - <1% <% 2% - <% 2%, Finance (52), =795

3% 3% Heaithcare {62}, n=115

1% 3%

information {51), n=194

3% Manufacturing (31-33), n=37

Professicnal (54), =563

Pubtic {92}, n=193

1% 1% 4% % Retail {44-45), n=162

The most interesting discovery in the breach patterns to industry matrix was
the rise of Web App Attacks across the board, but especially for financial
services organizations {up from 31% in the 2015 DBIR). The next itern that
raised an eyebrow or two {or perhaps a unibrow) was the decline {down

from 36% last year} in Crimeware, also in Finance. Is there anything to this?
Actually, yes. This year, again thanks to the organizations involved in the Dridex
takedown, we have even more data involving the reuse of stolen credentials.
This caused the spike in the Web App Attack pattern and if we removed these
breaches, the numbers would be more in line with 2014. On the flip side, in 2014
we received more data on malware infections within organizations, leading to
breaches that landed in our Crimeware bucket. Is Crimeware not playing as big
arole in breaches? The perspective of the reporting contributor has a lot to do
with the pattern breakdowns as well. Using the banking Trojan example:

Event 1: Organization A is infected with a Zeus variant via a drive-by downioad

Event 2: Malware has a keylogging functionality that captures
banking credentials

Event 3: Malware exports captured data to command and control {C2) server

Intermission music

Verizon 2016 Data Breach Investigations Report

25



207

Event 4: Credentials are used to log into Organization B web server
Event 5: Fraudulent transaction is initiated

QOrganization B may be quick to say "We didn’t have a malware incident” and
if events 4-5 are provided to us, the incident would find a good home in the
Web App Attacks section. But if we received data from Organization A and only
events 1-3 are documented, it now becomes a newly minted Crimeware breach.

it is impartant to realize that there are interrelations between the incident patterns
that aren’t always evident. Crimeware in one organization leads to Do$S against
ancther; or to fraudulent transactions on another's application. Remember we're
all in this together: the security ecosystem, Kumbaya and trust fails folks...
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Web App Attacks

The great complexity
of the infrastructure
makes web
application servers a
target for attackers.

When Clippit was king

Websites aren’t what they used to be, with a background of a tiled cloud

image, the company name proudly displayed center top in Comic Sans and
with identical animated gifs on either side. Combined with a healthy dose of
ALL CAPS, <blink> tags and, of course, a site counter at the bottom with
numbers that had just the right touch of drop shadow. 1997 was a simpler time.
Now organizations have iess ugly (typically), less static and more business-
critical websites promoting their operations, conducting ecommerce and
hooking into backend databases. Users are not merely reading a homepage
and clicking on a couple of links to basic information about store hours, but are
increasingly more interactive and issue various types of inputs to be read and
acted upon by the web infrastructure. The greater complexity, including the web
application code and underlying business logic, and their potential as a vector®
to sensitive data in storage, or in process, makes web application servers an
obvious target for attackers,

15 They are fikely/hopelully one of the orly services that are internet accessible for an arganization,
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Web App
Attacks
—

For starters, not all website compromises are targeted affairs. We had almost
20,000 incidents of wehsites that were popped used to either host malware,
participate in distributed denial-of-service (DDoS) attacks or repurposed as a
phishing site. We have no idea as to the method of compromise, nor the victim
demographics and thus these instances of secondary motivation have been
cutled from the information that follows. About half of the incidents that remain
were website defacements and the data we have on those was not enough to
establish whether the motive was ideology, a personal grudge, or just for fun-
s0 we combined them in Figure 23 below. Typically the hacking actions used to
compromise were not known either, but in case you thought defacements, fike
the blink element, were an obnoxious thing of the past, think again.”

Espionage | T

Figure 23,
Incicent Gount External Actor motives within Web
ncident Gount App Attack incidents, in=3,720}
When we fijter down into confirmed data disclosure, the financial 95% of confirmed

motive flexes its muscle with 95% of breaches associated with

criminals all about the cheddar. web app breaches

were financially
Eco-friendly hacking—reusing and recycling passwords motivated.
When looking at the threat actions in Figure 24, a pattern within the pattern
smacks us in the face with a glove and demands satisfaction. The top six
actions narrate the story of the Dridex campaign better than Morgan Freeman
combined with Sir David Attenborough ever could. These breaches, uncovered
through the forensic analysis performed on several C2 servers tell the tale of
phish customer > C2 > Drop Keylogger > Export captured data » Use stolen
credentials.® Even with a particular spree inflating these numbers, the top six
looked very simifar to last year, albeit in a different order, and with phishing
making an appearance in the top actions this year.

There are other stories beyond the botnet though, We wanted to know

what other data points the use of stolen credentials was associated with
when that spree was removed from the data. Phishing stil showed a strong
association in the pattern, but also mail servers. While masked at first in our
data by the botnet, social engineering to acquire web-based email credentials

16 1 you are not famikiar with the biiak element, just Google “biink tag”. We're sorry in advance,
17 F/1/G is the combination of Fun, Idestogy. or Grudge
18 1¢ "get funky” was a VERIS enymaration, it would surely be an extension of this attack chain.
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Web App Thett
Attacks

al

was uncovered when peeling back the fayers of the Web App onion. And
they probably don’t even have the black “I read your email” T-shirt to
brag about their bounty.

Hacking -~ Use of stolen creds
Hacking - Use of backdoor or C2
Social - Phishing

Malware - Spyware/Keylogger
Maiware - C2

Malware - Export data

Hacking - SQLi

Malware - Backdoor

Hacking - RF|

Figure 24,

Top 10 Threat astion varieties within
Web App Attack breaches, (n=870}

Brute force

Bresch count

Wendell Wilkins injects web shells into the Web App.
We have seen content management systems (CMS} as the vector for In attacks against
installation of web shelis,” which are also classified as a backdoor in our

framework. Either expioiting a remote file inclusion (RFi} vuinerability, or ecommerce servers,

abusing an insecure uptoad functionality, the web shelis are injected and used web shells are
as the gateway to additional mayhem. In financially motivated attacks against used to access the
ecommerce servers, web shells are used to access the payment application payment application

code, which is then modified with a new feature that wiil capture the user
input (think payment card number and CVV) for future pickup. As with prior COde'and capture
years, this is backed up by other studies.?® And it wouldn’t be a proper DBIR user input.

if we didn't raise a glass to one of the elder statesmen of web application

hacking, SQL injection {(SQLI). it, like other vuinerabilities associated with web

applications, stems from a lack of input validation allowing Actors to pass

SQL commands via the web application and to the database. Lastly we want

to thank AsTech Consuiting, Imperva, and WhiteHat Security for scan data

and mind melds around web application security.

19 US-Cer incas/aleris/TATS 3144
20imperva’s 2015 WAAR showed a strong correfation between RF! and Content Management Systems,
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Web App
Attacks
—

Recommended controls

Factor, meet factor.

Like that song you can't get out of your head. Here is another shot across
the bow of singte-factor, password-based authentication for anything of
criticality, If you are securing a web appfication, don’t base the integrity of
authentication on the assumption that your customers won't get owned
with keylogging malware. They do and will.

i value your input, { just don't trust it.

Validate inputs, whether it is ensuring that the image upioad functionality makes
sure that it is actually an image and not a web shell, or that users can't pass
commands to the database via the customer name fieid.!

Unpiug.

Worrying about OS and core application code is hard enough, but third-
party plugins are also gray-hair-inducing. Establish a patch process for CMS
platforms and third-party plugins.

Verizon 2016 Data Breach Investigations Report
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Point-of-Sale Intrusions

Remots attacks against the ekwi?onment‘s where Point of sale
emote & ks agai N .
card-present retail trangactions are conducted. devices cqntmue
“POS terminals and POS controllers are the targeted to be a reliable
asgets. Physical tampering of PEDM pads of . source for
“swapping out devices ig covered inthe Payment stolen payment
Gard Skimmers saction.: i L
S e card data,

Description

Top industries | Accommadation and kF‘opd‘Serv%ckeS, Retail

534 total incidents, 525 with confirmed

Frequency ' data disclosurs.

Headiine-grabbing remots payment gard breaches

- have shifted from large retailérs in 2014 to hotel
chains in 2015; Use of stolen credentials to access
POS environments ig significant, Command and
controf functionalities' are being réported at-amuch”
higher rate than in vears past; although this may be
i part dué to an tnderrepresentation of ©2
functionalities as opposed to & 2015 trand.

Key findings RAM scraping continues to be omnipresent in 2015,

. but keylogging malware has a significant role in
many POS aftacks; being a common method of
capturing valid credential$ to be used against POS
assets, Continbing the trend of the last several

- years, the sprees {single threat Actor, many victims}

“represented in this dataare @ byproduct of y

" successful attacks dgainst POS vendors and cannot |

- beatiributed to automated attacks targeting poorly-

““configured; internet-facing POS devices.

The well, revisited

It should be no surprise to anyone that this pattern is alive and well in

the 2015 dataset. There are still folks out there seeking to get paid and looking
1o stolen payment card data as the means to meet their greedy objectives.

22 Personal Identification Number (PN} Entry Device
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Point-of-Sale
Indrusions

Point-of-sale devices continue to be a reliable source for this data, notably
the PCS terminals that directly consume magnetic stripe information

from customers, or POS controliers that typically act as an aggregator of
transactional data from the terminals in a server-to-client refationship.

In small businesses, the POS environment may have a popuiation of one, with
a lone computer processing payments and communicating out to the payment

processor. This device might also (unfortunately) be used for checking personal

email, social media breaks and other interwebby activities that introduce more
risk to the POS application which is all alone, with no anti-virus or host-based
firewall to talk to.

Four or five years ago, our findings were dominated by POS breaches
simplistic and automated in nature and making fuli use of known default vendor
credentials. We lovingly called these POS Smash and Grabs, and this attack
method was one that we saw over and over again and helped drive us to the
development of incident classification patterns. The gist of these, if this is your
first DBIR rodeo, is: 1} POS server is visible 1o the entire internet, 2} POS has
default login, 3) Bad guy leverages 1} and 2} to instalt mailware and 4) Malware
grabs the payment card data as it is processed. This scenario was, and stili is,
a small business problem. it did, however, offer some insight into what was to
come for larger organizations,

The 2015 DBIR detailed the rise of larger organizations suffering PCS breaches
and their representation in this pattern. White 1} and 2} were not present in
these breaches, raising that fruit a littie higher from the ground, there are some
definite similarities. Both the smash and grabs and large organization breaches
took advantage of static, single-factor authentication. Attackers have had to up
their game a bit, having to do some work to compromise valid and assumed-
to-be non-default, credentials to access the environments. Moreover, they
have issued the stolen credentials from a foothold on the network as

opposed to directly from the internet.

405

127

2%

o% — -
2013 201 2015

Figure 25 shows the prevalence of stolen passwords in the POS intrusion
pattern. Brute force is stilt relevant, but we hope it will continue to decline
as smali and medium businesses move away from passwords that could be
guessed by a rhesus monkey of average intelligence.

Attackers have

had to up their game
to compromise

valid credentials
and access the

environments.

of breaches using stolen ¢
within POS intrusions, {ns
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Point-of-Sale
* Intrissians

Vendor as a vector

The vector associated with the hacking actions tells an interesting story as
well. Ninety-seven percent of breaches featuring use of stolen credentials also
had a vector of Partner. This is selected when the Actor uses legitimate partner
access in the hacking action. This year continued the trend of the criminal
sprees in our data being associated with attacks against POS vendors followed
by using their access into their customer base.* Bill Gates once said “Your
most unhappy customers are your greatest source of learning.” With all of their
customers equally unhappy, the amount of learning some POS vendors have
acquired must have been like Neo's martial arts training.®

The other similarity of large and small organizations is that malware is the
workhorse of POS breaches. Figure 26 shows the most common malware
functionalities. We have seen the evolution from “off-the-shelf” keyloggers,

to memory scraping maiware {RAM scrapers), to POS-specific RAM scrapers
with names like BlackPOS and PoSeidon (in case you weren't sure what they
were designed to attack). Exfiltration has evolved from static code within the
malware to FTP data to a single destination, to utilization of a C2 infrastructure
to ship the captured data out,

Ram scraper

Export data

cz

Backdoor

Capture stored data

Downloader 3

Adminware

4
4
Spyware/Keylogger ‘3
2
Capture app data |2
1

Worm

Breach count

Both C2 and Backdoor are more prevalent this year than in years past. The
reality is that POS malware families are typically multifunctional and some

of the most notorious {Dexter, vSkimmer, Alina, Backoff, JackPOS ...} have
command and control/backdoor capabilities. In many cases, it is easier to
prove the use of one functionality {the one that stole the data} than others {C2
beaconing}. Many of the POS intrusion incidents did not have the evidentiary
logs needed to validate outbound communications. Long story short, the spike
in C2 and Backdoor may very well be a product of better windows into the
entire behavior of the malware.

23 The actions used in this scenario are examined maore closely in the Wrap Up section as it features
combinations of many of the top threat action varieties that are aiso found in other patterns,
24" know kung fu."

97% of breaches
featuring stolen
credentials
jeveraged legitimate
partner access.

Figure 28.

Malware varietios within POS
inteusion hreachss, (=529
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Point-of-Saie
intrusions
O

Recommended controls

Not trying to give you static, but...

Static single authentication is a weakness that is used in spades by the
attackers. If possible, improve this with a second factor such as a hardware
token or mobile app, and monitor login activity with an eye out for unusuat
patterns. Have a conversation with your vendors and ensure that they are using
strong authentication to access your POS environment.

Who can it be, knocking at my door?

Find out what monitoring options are availabie for your POS environment and
validate their implementation. Track remote logins and verify any and all that are
against the norm.

Segmentation, seriously
Separate the POS environment from the corporate LAN and ensure that it is not
visible to the entire internet.

Verizon 2016 Data Breach Investigations Report
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Insider and Privilege Misuse

The Privilege

Misuse patternis
one of the few that
includes collusion
between internal and
external Actors.

The disgruntled insider—we all have an idea in our minds of what this
person looks like, Perhaps it is the software developer who is frustrated
with management; maybe it is the healthcare worker who has been
recruited by organized crime; or maybe it is that guy in the basement
grieving the loss of his red stapler. Regardless of what they look like,
the fact is they are inside our carefully constructed defenses and they
are wreaking havoc with our data.

The insider and Privilege Misuse pattern is one of the few that sees coliusion
between internal and external {or even partner} Actors. Figure 27 shows the
percentage of these breaches where multiple Actors are present.

These are most frequently an external/internal pairing, but ruling out partners
as potential colluders is a mistake. The break from the norm that we saw was
the rise in misuse breaches tied to external Actors only. This was normally
solely associated with TGYFBFTDHRA,* but this year we had cases where

26 That quy you fired but farget to disable his remote access.
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instead of organized crime soliciting insiders to provide banking information,
they went to the customer. it was actually external > external coilusion to
commit fraud.

Avtor
| Externa

m Goliusion

ntgrnal

Figure 27,

Percent of breaches per threat Actor
category within insider and Privilege
Misuse, (n=172}

The butler did it.

Back to the insiders—who are they? When their roles were classified in the
incident, almost one third were found to be end users who have access to
sensitive data as a requirement to do their jobs. Only a small percentage
{14%} are in leadership roles {executive or other management), or in roles with
elevated access privitege jobs such as system administrators or devetopers
{14%). The moral of this story is to worry less about job titles and more about
the level of access that every Joe or Jane has {(and your ability to monitor
them}. At the end of the day, keep up a healthy lfevel of suspicion toward ali
employees. While we would like to think they will never give you up, et you
down, run around or desert you, we simply can't {tell a lie, and hurt you}.

i Financial
% Espionage

Grudge
un

varything Else

deciogy

0%

vy
o

Figure 28.

Actor motive over time within Insider
and Privilege Misuse, {n=718)

{9 2010 204 2012 a3 014 2015

2
=)

The why and how )
What motivates them? Most frequently it is the potentiaf for financial gain
(34%), aithough the espionage motivation {25%) continues to be associated
with these hreaches. Figure 28 shows how the motivation of these Actors

36
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insider and
Privilege Misuse
RS

has changed since 20049. It is interesting to see the potential convergence
of the financial motivation and the espionage motivation. Whiie this also
reflects the change in the dataset as we progress over time, the rise of the
espionage-motivated insider should give organizations reason to consider
implementing processes to detect when exiting empioyees may have taken
valuable data with them.

Figure 29 lists the top varieties of Misuse within the Insider and Privilege
Misuse pattern. When the nature of their actions is known, the general privilege
abuse is always at the top of the list. This is merely using access to gain
information for alternative and unsanctioned uses. Data mishandling follows
and typicaily involves mailing sensitive information or foading to a sharing
service. Many times this is not done with malicious intent, but for a convenience
factor. Use of unapproved hardware and software are the third and fourth most
common varieties of misuse. The unapproved hardware is usually either a USB
drive {used to store information to be used later, like, when employed at another
company kind of iater} or a hand-heid skimmer that we have seen food servers
use to capture diners’ payment card data.

Privilege abuse

Data mishandiing
Unapproved hardware
Unapproved software
Possession abuse
Email misuse
Knowledge abuse

Net misuse

Riicit content

Unapproved workaround

Figure 29,

Top Misuse action varieties within
insider and Privilege Misuse, (n=230}

incident count

The actions of insiders are among the most difficult to detect and the discovery
timeline {Figure 30} iflustrates this point. In our graphic we show the majority

of these incidents are taking months or longer to discover. In fact, when we
looked at the overali DBIR dataset, we found that the incidents that take the
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Insider and
Priviiege Misuse
AR,

fongest to discover were these inside jobs. The shift from days to months led
us to look at what was different. We found that there were more cases where
bank employees provided info that was used for fraud —and was discovered
quicker~in years prior. For organizations that wilt not have fraud detection in
their arsenal, the shift is tikely more representative of their worid.

2009 2010 201 a2 23 Hna 2015

Hours

Days

Weaks
Mont!

Ysars § Figure 30.

Discovery timeline within Insider and
Privitege Misuse over time, (n=358)

Recommended controls

The evil within

So fove your employees, bond at the company retreat, bring in bagels on Friday,
but monitor the heck out of their authorized daily activity, especially ones

with access to monetizable data (financial account information, personally
identifiable information (PI1}, payment cards, medical records).

UsSB wary

Our dataset inciuded numerous instances of audits being performed after an
employee had left, which uncovered evidence of a USB drive used to transfer
data prior to their departure. it makes sense to take measures to identify use of
these portable drives sooner rather than later.

Keep one eye on your data and the other on your employees!

You cannot effectively protect your data if you do not know where it resides. You can't effectively
Likewise, it does you little good to know where it is but then pay no attention to

rotect your data
who has access to it. Make sure that you are aware of exactly where your data p 0 y 't kd
is and be careful who yau give privileges to and to what degree. It makes sense if you C!Oﬂ Know
to give the valet attendant your keys to park your car, but not to hand over your where it resides.

credit cards as well.
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Miscellaneous Errors

The most common
error of losing stuff
is s0 common, it was
deemed worthy of its
own pattern.

People aren’t perfect.

With all of the hubris and bravado in the InfoSec world, one proclamation we
usually don't hear is "Our employees NEVER make mistakes.” Well, because
they do. Everyone does and this is the section where we talk about breaches
caused by the people saying "Oops, my bad”. An important distinction that

will be familiar to thase with strong VERIS-fu is that we take a very narrow
approach to the Miscellaneous Errors action category. f you got hacked due

to the lack of any patch process or validation, then that is not an error. The
action or inaction was not a direct cause of the data loss {the bad guy stili had
to get his hack on}. To ensure that every incident we come across isn't rubber-
stamped as an error due to less-than-perfect security practices, we limit its
use 1o only when the action is the direct cause of attribute loss. And because
the most common error of losing stuff is so common, it was deemed worthy of
its own pattern along with stolen assets on page 43. As in prior reports, due to
the influx of thousands upon thousands of misdelivery incidents from the public
sector®® that tried to steal the show, we have removed them in the interest of
finding actionabie tidbits of information that would never have a voice otherwise.

Data errors reduce productivity (DERP).

Traditionally, this pattern has been dominated by the Trio of Trouble:
Misdelivery, Publishing and Disposat errors and they make their annual
appearance in Figure 31. Last year we grew our corpus to inciude data that

26 Punlic sector misdelivery ingidents was, (n=10.094)
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shed light on availability issues caused by non-malicious spikes in traffic.
Those capacity shortage errors lead the way this year, foliowed by worker
bees either sending emaiis or documents to the wrong recipients. Classified as
Misdelivery errors, these events have seen many a person curse the existence
of autocompiete in their Outlook To: field,

Capacity shortage
Misdelivery
Pubiishing errar
Miscontiguration

Disposal error

Programming error @2

Data entry error §1

Orission :§1 : Figure 31
Insideit count Top 10 thweat action varieties within
Miscellaneous Errors, sx&lding
Public, (n=153)

Publishing information where an unintended audience {e.g., the entire internet}
is able to view it remains in the top five. As does misconfiguration—mistyping a
firewall rule allowing access to a sensifive file server from ali internal networks
instead of a specific pool of hosts would be a fine example.

Rounding out the top five is disposal errors. These are primarily documents,
which is concerning, since that data is in human-readabie format—{ook Ma, no
controis! While not as common in our dataset this year, proper wiping of hard
drives on decommissioned devices must also be standard operating procedure
for organizations.

nate on daxa d:sc:csure«fcr the VER%E fie d namie data dxsc?css 210
Yes Uthere must be some indication that data was actuaily viewed
of Ace sssd by an unauthorlzed. sm:f duai Thé ol owmg arg exampi

Un crypted stoien orlost dev:ce Potentrat
Encryptel “stolen or Tost.dev o
: tmproperiy d&sposed {iocumem or devmes Potenteany

A iata toa pub e wsbsxte {no evadence
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When errors lead to data spills, it is still more common to find out from the
customers affected by the mistake. One or several of the recipients of someone
else's Pl or medical information will reach back out to the organization to clue
them into the off-by-one error. Figure 32 shows the top discovery methods for

breaches in the Miscellaneous Error pattern.

Extern:

internal

Externai - customer

frtarnal - reported by emplayes
External - found documen 8
External - avtor disclosure

External - audit

jous traffic g 1

wnternal - 1T review 8 1

Other %1

Breach count

Recommended Controls

There is perhaps an element of absurdity in recommending controis for the
Error section. One can't really say "don’'t screw up again”, or “pay attention to
what you are doing for Pete’s sake”. Nevertheless, there are some common
sense practices that can be implemented to heip keep errors to a minimum.
After all, with alt the crooks trying to ruin us, the least we can do is try not to
heip them.

Learn from your mistakes!

Keeping a record of common errors that have plagued your organization can
be used for something other than to mock feliow employees at the company
Ghristmas party. Collecting this information can be used to implement new
training materials for security awareness. Did Jim in accounting ce: everyone
in to his latest rant again? Talk about it. Just don't mention Jim by name.
Incorporate frequent “Oops moments” into security training.

“P'm the map, I'm the map, I'm the map, I'm the map, 'm the map!”

Now that you are keeping a record of wrongs (love may not do it, but wise T
departments do}, use that data to map the most common errors to effective
controls that can help to minimize the frequency with which they occur, and
mitigate the damage they do when they do take place.

Stop trash talking!

When assets are ready for disposal, make sure that there is a documented
procedure for wiping all assets before they are trashed or resold. Ensure that
any and alil assets go through a rigorous process of check and recheck by
the IT department before they can be decommissioned and disposed of. Our

dataset is rife with exampies of assets being sald to a third party white chock~

full of Pl and other sensitive data.

Figure 32.

Discovery methods of breaches
within Miscelfaneous Error excluding
Public, {n=52)

Ensure that all
assets go through
a rigorous check by
the IT department
before they can be
decommissioned or
disposed of.
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Physical Theft and Loss

For non-encrypted
devices, the
determination of a
breach can be tough,
given that you no
longer have custody.

Humans, what are you gonna do?

If you have young children, the next time you are in their school take a gander
at the horror show known as Lost and Found. You will see what appears to be
at feast 2.5 articles of clothing per student shoved in a bin and left there long
enough to form a single brick of coats, hats, gloves and unidentifiable pieces
of fabric that entered-but like Charlie on the MTA—never returned home.
People tose things all the time ~this is not new or particuiarly newsworthy. it
is, however, a real-world pain in the neck for organizations that are at best
replacing Scooter’s laptop, or at worse scrambling around to figure out if there
was Pil on the device and whether encryption had been implemented. And if the
tallibility of Scooter weren't enough, there are still people that want something
and don’t wanna pay for it. So to sum this pattern up in haiku form:

Employees lose things
Bad guys also steal your stuff
Fulf disk encryption

Same old story, same old song and dance
We defined more specific guidelines on data disclosure in the sidebar
featured in the Miscellaneous Error pattern. For non-encrypted devices, the
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determination of a breach can be tough, given that you no longer have custody
of the computer in question. Is the data on that system at risk? Certainly, since
it is trivial to bypass the sole controi—~the password. Still, we cannot by our
definition, in most cases of lost computing devices, label them as a confirmed
data breach. This discrepancy between the number of confirmed breaches and
the number of incidents in this pattern shows that there is quite a bit more data
in the at-risk category than the number of confirmed breaches implies.

Based on all the incidents in this pattern, laptops are the most commaon target.
However, when we narrowed our research to confirmed breaches, documents
are in the lead due to the ability to infer that the finder or thief can read the
language in which the information is written.

Physical theft is a problem that we have seen time and again, and these In this year’s
incidents most commonly cccur in the victim’s own work area {39%} or :

from the personal vehicle of the employee (33.9%}. That said, these items data’ an asset ,'S
are being lost far more often than they are being stolen, In this year's data, lost over 100 times
an asset is lost over 100 times more frequently than it is stolen. At the more frequently
end of the day, the impact is the same —the laptop is gone and likely than it is stolen.

wasn’t turned into Lost and Found.

Recommended controls

Just do it.
Full disk encryption on all mobile devices and removable media~make it part of
the standard build.

Changes in attitudes

Keep hope alive that security and situational awareness will become ingrained
in your users. Include physical security of corporate assets as pari of their
orientation and ongoing training. Reiterate that cars are not an appropriate
place to leave iaptops. Cars have windows which thieves have proven that they
can not only see through, but also break to get what they want.

Dead trees

Rein in the paper as much as feasible given your business. Establish data
classification and make it a policy violation, with potential consequences, {o
print and transport sensitive data. Consider tokenizing to replace sensitive
information with an alternate unique identifier when printed copies are required.
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Crimeware

Since the expansion of our data contributors and the advent of the patterns,
Crimeware has historically been generous in the number of cases, but not so
rich in detail. The majority of the incidents found in this neck of the woods come
{in bulk) from CERT/CSIRT organizations, who receive them from a wide variety
of organizations. These are typically high-frequency, low-impact annoyances
that will not receive a fuli forensics investigation and/or be documented and
categorized. We focus on the smailer subset of incidents where the fidelity is
higher and use those as predictors into the nature of the rest. This year we also
will be delving into malware data received from our security vendor contributors
{many thanks to Cylance, Fortinet, ICSA Labs, Paio Alto Netwarks and Tenabie)
to shed some light on certain areas.

When the functionality of the malware was known, C2, ransomware, spyware/
keylogger, and backdoor and export data were the top five functionalities

(see Figure 33). Notably absent is malware designed to DoS another target—
these were cutled with the secondary motive fitter discussed on page 8. Over

Typically, these are
high-frequency, low-
impact annoyances
that will not receive
a full forensics
investigation.
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Crimaware

6,800 instances of identified devices launching traffic at unknown victims
would have dominated the numbers in such a way that it wouid deter from the
usability of the data.

Ransomware, in the number two spot, realized the biggest jump in our data
and this wilt continue to be an element that we track. In case you missed it,
ransomware is matware that encrypts files resident on the infected device
and, in worst cases, attached file shares. Extortion demands follow, leveraging
the need for availability of the data, This is cut from the same cioth as denial-
of-service extortion, but typically is opportunistic in nature and affects
organizations and consumers alike.

c2

Ransomware

o/keylogge

Backdoor

Export data

Figure 33,
Top five maheare varieties within
Incidant count Crimeware, (n=362}
The rest of the top five draw out a very familiar pattern involving banking
Trojans. The criminal groups behind these families of malware know that you
need to control your infected minions {C2/backdoor}, and you need to capture
{keylogger} and send {export data} the banking credential information—so these
are the tools of the trade. These functionalities are top-heavy this year, but are
by no means new or indicative of an upward trend.
Generally speaking, there are three major avenues for crimeware instailation,
either via emails with malicious attachments, websites serving up drive-by
downioads with each visit, or a hybrid of the two — emails with links to pages
with, you guessed it, drive-by code instaiis.
Email attachment
Web drive-by
Ermail fink
Downioad by malvare
Network propagation Figure 134,
Top five malware vectors within
incident count Crimeware, {n=138}
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We look to non-incident data for the rest of this section to provide some more
malware information. We first wanted to reaffirm what we found last year
regarding the uniqueness of hashes.

To hash or not to hash? Let’s not.

L.ast year we burst many a bubble by calling out that a unique hash does not
mean you have been targeted by an uitra-sophisticated group of nation state
malware ninjas.

This year, we compared hashes out of a total of 40 million records of maiware
from several contributors and noticed that again there was little overiap across
organizations. When investigating for commonalities, we saw that about 20,000
MD5 hashes existed across multiple organizations out of aimost 3.8 million
unique hashes.

And poof, he's gone.

We then looked at how long hashes were used for. Drumroll please ... not long.
When iooking at the difference between when a hash was first seen versus
when it was last seen, we saw that the count of hashes over this time difference
was very much long-tailed {see Figure 36 below). The vast majority were used
for a very short period of time and then dropped off the face of the network.

Figura 35.

Time from release date of
exploited Flash version 1o release
date of current version at time

of exploitation (n=15}

We then jooked at
how long hashes
were used for.
Drumrol! please...
not long.
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Analysis of one of our larger datasets showed that 99% of malware hashes are
seen for anly 58 seconds or jess. In fact, most malware was seen only once.
This reflects how quickly hackers are modifying their code to avoid detection.

Figure 38,
Cuount of hashes by Mespanin

Count of hashes

I
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seconds, (n=2.3 miliion)
Recommended controls
Where be me eye patch, matey?
Wae know that malware droppers, in many cases, succeed by exploiting known The lifespan of
vulnerabilities, so utilize those patches that your vendors release for your OS,
applications {cough, browsers, cough} and security tools. !nalware hashes
is short and not

Exes, stop calling! so sweet.
Defending against malicious executables ranges from not allowing programs

to run scripts/macros (e.g., document-based programs} to having your email

server strip/remove executables or other file extensions as attachments in

emails. Less is more in this scenario, as you will be reducing the attack surface.

Dan’t mankey around.

Don't be like the three wise monkeys here. See, listen and discuss. As
suggested in last year's report, capture malware analysis data in your own
environment; actually look into the different families of mailware in your own
organization and, if at all possible, the entry point.
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Payment Card Skimmers

70% of Payment
card skimming
incidents in our
dataset can be
blamed on criminali
organizations.

“Third verse, same as the first”

tn a world fuli of chaos and change, it is a comfort to know that you can

rely on certain things to stay relatively constant. For instance, your bread

will always fail buttered-side down, your distance from a bathroom wili remain
in direct proportion to the urgency of your need for one and skimming won't
really change much from year to year. That is probably because the crooks
were raised in the “if it ain't broke, don't fix it” school. Payment card skimming
remains one of the most fucrative and easy to puli off crimes, both for
organized criminals and the occasional independent pilferer (he's just

a poor boy, from a poor family}.

Due to the fact that these incidents come mainly from US-based faw
enforcement, our data is almost entirely US-centric with regard to victim
location. However, since the bulk of it can be blamed on criminal organizations
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{approximately 70%), we can sometimes ascertain which countries those
organizations are tied to. Figure 37 shows that just as in years past, Eastern
Europe —namely Romania and Bulgaria—accounts for the buik of the attacks
in which a known organization can be identified.

Romania

Bulgaria

United States

United Kingdom

Figure 37.
Inaident sount {\ctsr country within Card Skimmers,
{n=68)
Also reflecting past trends, the vast majority of breaches in this category were
related to ATMs {94%), with gas pump terminals coming in second (5%) and PIN
entry devices (PEDs) barely making an appearance (1%}, The physical action of
‘surveillance’ was selected in over 90% of cases~this is due to the installation
of pinhole cameras designed to capture PIN codes on the devices in question.
As in prior years, the skimmers can be, and often are, constructed with extreme
precision and great detail and are difficult, if not impossible, to detect with the
naked eye {or for that matter, even with eyes that are fully clothed in contacts
or spectacles). This may account for the fact that discovery as displayed
in Figure 38 is almost ali external, and mostly via fraud detection utilizing
algorithms and Common Point of Purchase (CPP} mechanisms.
Extarna
foterm
Externat - Fraud detection 50
External - Custom:
Extarnal - Law enforcement
fnternal - Heported by smployee Figure 38.

Diseovery methods within Card
Skimmers, {(n=70}
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“And finally... some bad news”

With regard to discovery timelines, we discussed last year that detection times There is a dramatic
were getting better, and were leaning heavily toward the 'days’ category rather : [

than ‘weeks’ or 'months’. This year, we do not see that shift continuing. On the decline in internal

contrary, discovery times are firmly entrenched in the ‘weeks’ this year. discovery and a
There is a dramatic dectine in internal discovery and a corresponding increase corresponding
in discovery by fraud detection in our dataset this year. It is not clear whether increase in discovery

the employees of victim organizations ali need a better prescription vision
plan, or whether it is simply that those victims who discover the tampering
themselves quickly remove the devices without reporting it to law enforcement
{or not to the agencies that partner in this research}. Naturaily, it is quicker

to discover skimming-related theft when you see it with your own eyes

than it is to wait for signs of CPP to appear, so the relative change

in each category would make sense.

by fraud detection.

Recommended controls

Merchants

Purchase tamper-resistant terminals: Certain designs are more susceptible to
tampering than others. Some models of ATMs are designed with this in mind.
Look to those when purchasing new equipment.

Use tamper-evident controls: When possible, do things that will help to make
it clearer when tampering occurs. For instance, apply stickers over the door
of the terminals and monitor video footage of the ATMs and gas pumps to see
if anyone has tampered with the equipment.

Time for a checkup: Establish a process to check the physical integrity of
ATMs. Employees can be trained on how fo spot evidence of tampering and
seek it out as a scheduied task.

Consumers

= Guard your PIN: When entering your PIN, cover your hand so that any pinhole
camera can’t see what you are entering.

= Trust your gut: #f you think that something fooks odd or out of place, don't use
it. White it is increasingly difficult to find signs of tampering, it is not
impossible. ¥ you think a device may have been tampered with, move on to
another location, after reporting to the merchant or bank staff.
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Cyber-espionage

The Actors are
predominantly state-
affiliated groups.
Competitors and
nation states are
also mixing it up.

Espionage, cyber-espionage
Unlike Bond movies, Cyber-espionage has a glaring lack of machine-gun
umbrellas, henchmen with razor-rimmed hats and tear-gas-faden briefcases.

|t does, however, have a diverse victim demographic, and while the villains may
not be exfiltrating data to an underground fortress disguised as a voicano, they
are certainly more skilted and patient than your script kiddies. If you want to dig
into some dossiers, see the research studies by some DBIR contributors and
others wearing the white hats in the Cyber-espionage Research sidebar.

First, let’s define the pattern for you. Cyber-espionage features external threat
Actars infiltrating victim networks seeking sensitive internal data and trade
secrets. Incidents where an employee steals the customer database and sets
up his own lemonade stand will fall into the Privilege Misuse pattern. The Actors
are predominantly state-affiliated groups, although organized criminal groups,
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competitors and nation states are also mixing it up. Figure 39 shows the top
victim demographics are the same popular targets as last year: Government,
Manufacturing, followed by Professional and Information services. Beyond the
top four, we have a smattering of other industries that show that <obvious>if
you have something someone can use to their advantage, you are a potential
target of Cyber-espionage</obvious>.

Pubtic {92}
Manufacturing {(33)
Professional (54)
Information {51
Utilities (22)
Transportation {48)
Mining {21}
Heaithcare (82}

Finance (52)
Figure 39,
Number of breaches by vietim

Breach count indusiry wi
Numbers within parentheses are
the industry NAICS codes, {n=88)

Educationat {61}

B,

Insist to persist

We will admit here and now that our view into the specific tactics of
these adversaries is front-loaded and focuses on the tactics used to
gain the foothold. Many of these breaches begin with the tried and true
mirepaix of phishing, dropping some backdoor and/or C2 malware, and
then using that malware for the entry point. Phishing, as a leading action,
provides a number of advantages over many other exploit approaches.
The time to compromise can be extremely quick and it provides a

Phishing, as a
leading action of
cyber-espionage,
provides a number
of advantages—the

mechanism for attackers to target specific people in an organization. And
by using a service that is necessary for business communication to the
internet, it allows an attacker to bypass many security devices and gain

a foothold on an endpoint in the organization from a remote attack.

When phishing isn't the vector for the persistent malware instaliation, the
browser is. Drive-by downloads feveraging browser or common pfug-in
vuinerabiiities are utilized to accomplish the same mission—compromise a
desktop on the corporate LAN and go from there. While targeting specific
individuals may not be as feasible, the targeting of specific sites that are

likely to be visited by certain sectors is. Strategic web compromises aliow the
adversary to leverage a vector mare associated with opportunistic Crimeware

to begin their assauit.

time to compromise
can be extremely
quick and attackers
can target specific
people.
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After the initial access is established, what happens next is dependent on
the jocation of the data and the obstacies that the adversary must overcome

to reach the finish line. It goes without saying that the obstacles in your internal

environment should resemble a Warrior Dash more than a kid's potato sack
race, but more on that later. Looking at Figure 40, we can infer a bit more of
the storyline via the combination of footprinting of the network and utilizing
stolen credentials for advancing the attack. White we don’t have the specifics
on what methods were used to acquire credentials, there are a lot of breaches
with unspecified malware and if we were to bet on it, keyloggers and password
dumpers wouid be our educated guesses on the tocls selected for that

stage of the game.

Hacking - Use of backdoor or G2
Malware - C2

Social - Phishing

Matware - Backdoor

Hacking - Use of stolen creds
Malware - Export data

Hacking - Footpinting -

Social - Pretexting
Miscellaneous - Privilege abuse

Social - Bribery

Breuch count

That's my ex, Phil.

Trade secrets, aka proprietary information, are the most common data variety
captured in Cyber-espionage breaches, present in over 90% of cases. Also
represented are data types that help map out a path {configuration information
gleaned from footprinting and fingerprinting the environment} and provide a
means to move around in the netwark {credentiais}.

Recommended controls

Cyber-espionage Actors put on their pants the same way we all do. it's just that
after their pants are on, they persistently and patiently compromise terabytes
of data. in the DBIR, we've seen that the threat Actors will start with simpler
tools and technigues before moving on to more sophisticated attacks. For

this reason, basic protections are stili critical to guard against these types of
threats, in addition to specialized protection.

Endpoint protection

Malicious software was involved in 90% of our Cyber-espionage incidents this
year. Whether it's delivered via email, a web drive-by, or direct/remote instaitation,
protecting the endpoint is critical. To secure the endpoint you should:

« Make browser and plug-in updates “your jam”

+ Use and update anti-virus {AV})

.+ Use Data Execution Prevention (DEP}

-+ Use Endpoint Threat Detection and Response {ETDR}

Cyber-
espionage
S

Figure 40,

Top threat action varieties within
Cyher-gsplonage, {(n=154}

90% of Cyber-
espionage
breaches capture
trade secrets

or proprietary
information.
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Email protection

As phishing remains a dominant Cyber-espionage attack vector, protecting this
means of communication is critical. To protect against email-based attacks,
implement defenses that incorporate:

« Spam protection

« Block lists

» Header analysis

« Static/Dynamic emait attachment and URL analysis

» Reporting procedures for suspected phishing attempts

Network protection
Protecting the network is critical to securing your internal systems, evenif a
foothoid has been established. To defend the network, work to:

+ Use two-factor authentication
« Segment the network
« Block C2 communications and remediate compromises

Monitoring/Logging
internal monitoring of networks, devices and applications is necessary to learn
the lessons from alt these hacks. At a minimum, work o implement:

« Account monitoring
~ Audit log monitoring
» Network/IDS monitoring

Cybe esp;enage researth puhhshw{ S zmsf‘m 2018500 :
~ The DBIR focuses on overall trends and statistics related 1o Cyber
5ptonage mmdents and breache : Se\xeral (}rgamza’tmns tha h

rs/Camdaigns {Kas;}ersky}
i Cameraﬂ v {Threat Conpect) 0
5 Artars,’C?mp@ igns (CrowdStr kel
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Denial-of-Service Attacks

To prevent losing
fidelity in the data,
we used a hybrid of
naming conventions
utilized by our
contributors and the
NAICS categories.

Time for a break from NAICS

This isn’t a forever thing, but we are using a hybrid of the naming conventions
utilized by our data sharing contributors and the high-level NAICS categories.
We are doing this, not out of laziness, but because when we looked to do the
mapping from our data sharing contributors naming conventions to NAICS, we
were worried about josing fidelity in the data. Many of the affected companies
are gambling sites, as an example. We would lose a fot of the industry
demographic information if we classified them as an internet entertainment or
game site, or likewise as a casino. No framework is perfect?” and we felt that
blending the two classifications for this particutar section made sense.

in a Gailaxy Far, Far Away ...

Back when we first added this section in 2014's DBIR, we noted the evolution
of this pattern dating back prior to 2012 and the new waves of DoS attacks
peeking out from the horizon.

Rarer are the days where the DDoS bot recruitment pootis limited to our
parents' 15 year-otd home desktop —the one that haunts ail your family visits
like Banguo's ghost, breathing its foul contagion on ali who dare attempt to

27 No, not even VERIS
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Service Attacks
R RTER

patch it. As the attackers’ botnets popped their steroids for a beefier blow,
the attackers began to realize their creativity and scope should not be so
limited. This epiphany has resulted in script injections into browser sessions,
distributed reflective DoS attacks, as well as the infancy of temporal lensing®
{which sends packets via different paths with a focus on time so that they
arrive simultaneously in order to overwhelm the target system). Not only are
these attacks increasing in scope, but aiso in number. We received the gory
details of DD0S attacks {e.g. bytes and packets per second, duration} from
Akamai Networks, Arbor Networks, and Verizon DoS Defense. We will get into
magnitude and duration in a little bit but first, let's examine density.

As provided in the last two reports, Figure 41 shows two density plots of
bandwidth and packets in DoS attacks, respectively. In this year's dataset,
we see that the means of bytes per second versus packets per second were
5.51Gbps and 1.89Mpps respectively.

b

S : ’ .
2 Mean:5.51 Gb Mears 189 Mp

Figure 41, .
y Denial-of-Service attack handwidih
Count N ) and packet count levels, {n=10,808)

Try this on for size.
Our analysis showed that attacks are either large in magnitude {i.e. packets DoS attacks

per second), or they are long in duration, but they are typically not both, and s .
frequently neither as depicted in Figure 42. Larger-sized attacks pull away are either Iarge n

from the origin and yet remain parallel to the y-axis. Thus, the data revealed magnitude or they
predictability of whether the attack would be either a thundering exclamation are long in duration,
or a conversation that seems to never end, by just looking at the very but typicany

beginning of the attack.
not both.

echRpls 2014/ EECE-2014-120 04t
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Denial-of-
Service Attacks
| SRNSSA

Crimewars Paym
Sk

Mpps

Figure 42,
Packéts per second and d(iEa{ién B
of DDo$ attacks, (n=5,800}

With density, magnitude and duration out of the way, let’s finally fook at
enumeration of packets per second {pps) by industry and a caveat that

comes with it. We compared the max and median number of pps per industry
and as expected, they varied quite a bit. For example, although one of our
large datasets showed that Media had the highest number (222 million pps)
throughout this year's data, it doesn't necessarity mean {no pun intended) that
it is the industry you'd expect to run out the door with their pants on fire every
time. To see this, just look at Figure 43 that refiects the median number of pps
for Media {approximately 600,000}, Ancther such case includes High Tech
Consulting, where the max pps was around 214 million, yet the median was
around 540,000. In general, we don't always want to look at the max as it may
only point to a single event, not all events throughout the entire year, hence we
need to consider the median.
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Telecommunications 4.61Mpps
Exchangs |
Non-profits
Consumer goods
Gambling ¢ G75Mpps
Equipment/hardware 0.66 Mpps
Payment processing 0.63 Mpps.
Media G.61Mpps
Banking and credit unions Q.58 Mpps
Travel services 0.57 Mpps
Gevernment 0.55 Mpps
High tech consulting/services 0.54 Mppz
Education 0.53 Mpps
SeaS enablement 050 Mpps.
15Ps, CDNs 044 Mpps
Transportation 0.43 Mpps
;f Gaming 0.42 Mpps
é Hosting, DNS, email .20 Mpps
- Scftware 0.26 Mpps
Financial consulting Q.23 Mpps
B2B | 0.05Mpps
Brokerages 0.02 Mpps
Citand gas Q.01 Mpps

Madian

To sum up, “They start wanting me to care more, and { just don't" works for
good of Han, but unfortunately we cannot live by his motivational motto when it
comes to DoS. Not only is it one of the most popular attack types out there, but
the rise to dominance of DoS is forcing attackers to join the dark side in droves;
it may be time for Han, and the rest of us, to have an abrupt paradigm shift,

Recommended controls

Fear not the lone wolf.

isolate key assets to help prevent your devices from being used to faunch
attacks. For instance, enforce the principle of least privilege, close any ports
that are not necessary and~bottom line~if you don’t need it, turn it off. Also,
prepare your den for potential attacks. Patch your servers/services, use your
IDS/IPS to identify and block bad traffic, use your firewalis to help filter, and
have a response plan ready.

Waiking around with your head in the clouds

it makes sense as the peak size, complexity and frequency of DoS attacks
continue to evoive and rise, that cloud service providers must have solutions in
pltace in order to protect the availability of their services and infrastructure.

Understand the capabilities of your defenses.

Have a solid understanding of your DDoS mitigation service-levei agreements.
Make sure that your own DoS response procedures are built around existing
denial of service protections and your operations teams are trained on how to
best engage and leverage these services if and when they become more than
just a ‘piece of mind’ control.

Denial-of-
Service Attacks
S

Figure 43,

Median DDoS packet count,
in mitlions of packets per second,
by industry, {(n=5,800}

As DoS attacks
continue to evolve,
cloud service
providers must have
solutions in place
to protect their
infrastructure.
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Everything Else

By far, the biggest
source of incidents
in this pattern is
phishing attacks
where not much else
is known.

if the other patterns are the hip bars in the Guich, Everything Eise is more lfike
the iocal hangout off of Belcourt. Just fike in 2014, the Everything Else pattern
isn’t a subset of unique, never-seen-before events, but some select groups that
like hanging out away from the main drag.

Sorry, VIPs only

There are two reasons why an incident would not be on the guest list, thus
causing the bouncers, in the form of clustering analysis, to keep them behind
the velvet rope and outside of the nine clubs. The first is that there simply

was not enough information provided about the incident to associate it with a
pattern. By far the biggest source of incidents in the Everything Eilse patternis
phishing attacks where not much else is known. A farge number of them come
from a pair of Computer Security Incident Response Team {CSIRTS}, but ten
additional different data contributors reported phishing attacks that fell into this
pattern. We won't dweli on phishing in general since there's already a section
for that, but it is interesting to note why these end up here and are not bounced
via the complexity filter we discuss in Appendix E: Methodology and VERIS
Resources. Merely knowing phishing was invoived gives us a fair amount of
details —we know a human asset is targeted, we know a threat action, we know
the vector is emall, and we know or infer an integrity loss due to the altering

of human behavior. So there is a lot we know, but it's what we don’t know

that lands it here.
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The second reason that incidents hang their hat here, is that they are actually We encourage
different from the norm. One scenario we are seeing more of is financial H N

pretexting, sometimes calied ‘CEQ Fraud' This invoives old-fashioned social organizations to
engineering of employees with the authorization to move money. Emails colle‘ct as many_
purportediy from the CEQ or other head honcho provide instruction to transfer details as pOSSIble
funds to an entity, with a seemingly valid reason provided. These may also be for data breaches

biended with other forms of communication, but you get the gist of it. ‘Twas not
the CEQ behind that email and somebody who believed they were foliowing and many Of these
iegitimate instructions is not having a very good day. As our dataset continues breaches wili get
to get a better view into this corner of cybercrime it may be time for this to "on the list.”

move out of the indie scene and become more mainstream.

You know we ike Everything Eise, so let's talk about everything eise in
Everything Else.

Qutside of the aforementioned social actions, and focusing on confirmed
breaches, we have a significant number of hacking events, but without
knowiedge of the specific varieties used by the adversary. We can see in Figure
44 that it represents a large number of breaches,

Hacking.

Malware'

Figure 44,

hin Everything

Parcent of breaches N
B Eise breaches, {n=125)

As we stated earlier, it is the missing pieces of the puzzle that are the cause

of these “hacks” ending up on the back pages of patterns sections. As always,
we encourage organizations to collect as many details as possible for data
breaches and hopefully incident reporting detail will improve and many of these
breaches will get “on the list”.
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Wrap up

First off, thank you for making it this far! We hope you have enjoyed the jong,
strange trip through this year’s data and found some insights and/or figures
that you can leverage as you fight your battles against adversaries and internal
contrarians in need of some evangelization. To recap, we tatked through some
points of focus that would be a core component in several of the incident
classification patterns that followed,

The focus on credentials and phishing in particular, show that actions taken by
the adversary are not exciusive to a single pattern—anything but.

\
Person

N

Malware

Ermall instaltation
attachment
Ajter
pehavior
ise of stolen Steal
credentials credentials

rect install malware

Backdoor, CF, Ram scraper, Export data

Payment

POS terminal/controlisr

Actions taken by
the adversary are
not exclusive to a
single pattern.

Figure 45.

Rirth and rebirth of a data breach.
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And while we tend to stray from focusing on particular trees in the data breach
forest, the scenario depicted in Figure 45 is interesting to walk though as it
features many of the most common threat actions, vectors and assets from
our corpus, What you are looking at is a progression of a breach involving

the targeting of a POS vendor and subsequent collection of sensitive data
used against a second group of victims. The birth and rebirth of a breach is
established above.

The attack begins with a targeted phishing campaign against the vendor.

The person on the other end interacts with the email {clicks) and malware
installation on the user device occurs. While the end of this story is stolen
payment cards, those who aren't flipping their coilective wigs trying to compty
with PCl should still pay close attention. Up to this point we couid be talking
about the beginnings of a state-affiliated Cyber-espionage breach, or even

a totally opportunistic Crimeware attack. Once the initial access has

been established the attacker’s motivation influences which street

they choose to drive down.

In the above case the foothold is used to harvest credentials to be used against
B2B customers. We can even infer some likely suspects as far as malware
varieties here, notably some level of control and access {backdoor/C2) and a
means to establish the first confirmed data disclosure {keylogger}.

So for the adversary, great success. User duped, device compromised, data
captured —time to yell “Yabba dabba doo” and slide down the dinosaur tail to
signify the end of another productive work day? Not quite.

The breach is reborn as an attack on the customer using the stolen credentials
against a static authentication factor. With the second network compromised,
malware is installed directly {after system access}. Malware functionalities

of scraping RAM and exporting data, as well as establishment of control and
persistence, make their appearance. They combine to capture, package and
exfiltrate payment card data, thus completing the breach.

Having an understanding of how patterns can complement each other and
share portions of event chains can help direct your efforts as to what to
prioritize your limited resources against. That is, knowing the processes used
by the Actors, the tools {Actions) to accomplish their goals and how many of
these patterns begin with the same or similar bag of tricks.

Having an
understanding

of how patterns
complement each

other can help direct

your efforts as to
what to prioritize
your limited
resources against.
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Varieties of impact

Paying the weli-dressed pipers

Last year we anaiyzed impact data associated with cyber insurance PCI breaches
claims leading to two main conclusions. First, record loss is not a simple had a much
linear relationship; the first few records breached cost significantly more per N .
record than the 100,000th. Second, there's a lot we don't understand about higher median
the cost of breaches. In fact, half of why one breach costs one amount and of documented
another costs another amount is not known. {The other half is due to the record loss
number of records breached.) A year later and we are stil looking for the

meaning of fife and a better predictor of bottom line impact to than PHi or Pil.
organizations that suffer a security incident,

We decided against attempting to build a better mousetrap this year. With
fimited tangible, hard data available on the cost of breaches, that exercise was
not going o be a dragon we attempted to siay. instead we dug into actual cyber
insurance payout data again contributed by NetDiligence and looked into other
characteristics that could be interesting and actionable. We poked around

with the data varieties involved in the dataset and found that PC| breaches

had a much higher median of documented record loss than personal health
information (PH1) or PH.

PCH 27% B3100

PHI 1% : 1,000
Pit 48% 761

Non-card Financial 5% 55 Table 3.
o Median records breached
Without more knowledge about the representation of insurance clients by data type
we choose not to make broad statements about frequency of data variety.
However, we did find some interesting results when we looked into what
we call data loss varieties. Take a peek below:
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Forensics (like freedom) isn’t free,

Not a box plot grokker??® Don't let Figure 46 intimidate you. The short Legal guidance
explanation is that it shows that the majority of the insurance payouts go during the crisis
toward costs within the phase of breach recovery associated with determining t phase
just which creek you are up and your current paddie supply. Legal guidance management pha
during the crisis management phase and forensics investigations are where and forensics

the majority of the cash is going. These cost categories are foliowed by breach investigations is
notification and credit monitoring, because sending flowers to your customer where the majority

b. just isn't going to cut it. . N
ase ius going of the cash is going.

=
<
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S0%

Peroent of total cost

Figure 48.
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if you fook at all the different cost categories, they are ordered from first

to last. The first phase includes up-front costs which are incurred when you
think you have suffered a loss, and are receiving third-party guidance and
investigative services to determine what happened and establishing how bad
it was, This is followed by reluctant acceptance and trying to save as much
face as possible with the customers affected. Then come the long-term costs
involving tegal representation, settlements and fines, which would occur after
the story of your breach is coming to the epitogue. it should be noted that while
our glimpse into the cyber insurance world is enlightening, it also requires
some additional context. it's important to understand what might not be
covered by insurance. Many cyber insurance policies do not inciude coverage
for remediation costs or judgments to pay punitive damages ~ each being
potentially expensive on their own. In many jurisdictions, punitive damages
are not even {egally insurable. And these costs are not nearly as common, in
comparison with the more upfront costs.

Attorneys and investigators don't charge by the record breached, but typically
on an hourly basis whether for a fixed number established by a pre-existing
retainer, or on demand. Develop relationships before their services are
required and align your ducks, so in case these services are required, you
have processes in place to quickly provide the level of access and information
needed to kick things off properly. You want to try to ensure hours aren't spent
looking for a network diagram or SLAs while suits are in a conference room
looking at their mobile phones.

29 The line is the median~half the costs were below the line and half wers above. One fourth of aff breaches were
between the fine and the top of the box and another fourth in the bottem part of the box. The rest of the breaches
were outside of the box. It's an easy way 10 see a range of where most breaches fall.
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Appendix A: Post-compromise
fraud

Whatcha doin’ in these waters?

if cybercriminals were anglers, they would not be practicing “catch and
release.” No, when they hook a live one, that bad boy is going into a cooler.
With the help of Intel Security, this section will discuss what the threat Actors
do with all the data they compromise once they tand it, in particular:

« Analysis of the monetization of stolen data
« A look into the market{s) for compromised records

Methods of monetization

There are seemingly endless types of stolen data available for sale from an
equally endless variety of sources. However, this document is not “War and
Peace,” so we will attempt to shorten and simplity our analysis by Iimiting the
scope to the data types that are easily understood and where a significant
volume of stolen data is available through reasonably weli-understood
marketplaces. The following broad categories are presented but we recognize
that this list is anything but exhaustive:

« Payment card information
« Financial account information
« Personat information (Pit)

Other data types such as inteflectual property or access to enterprise systems
can also be stolen and monetized, and often are. However, while we commonly
see services related to the theft of a variety of data, transactional details are
not commonly seen on the open market and it is therefore difficuit to guantify
its market value. Some data may be more valuabie to keep rather than re-seit
on the markets. It is probabie that those who steal IP are actually using it
themselves to create a better widget without the taborious and costly R & D
otherwise reguired. So, we will focus on the areas where we do have sufficient
visibility—the categories mentioned above.

Payment card monetization

There are multiple methods by which stolen cards are obtained and
cashed out. Furthermore, there are several factors that influence how
compromised payment card data wili be used for financial gain once
it is purloined. A few of those are listed here:

The actions taken by the criminal to acquire the data and to what

type of asset. How data is stolen will often influence what information in
addition to the primary account number (PAN} is captured. We will use the
pertinent incident classification patterns where possibie 1o better

explain the attack methods.

There are seemingly

endless types of

stolen data available

for sale from an
equally endless
variety of sources.
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« How many payment records are captured in a breach or a spree of breaches.
« The threat Actor behind the breach. {Are they a one-man woif pack, or an
organized criminal group?}

The initial decision made by the threat Actor is whether to sell the data they
have acquired, or to engage in the post-compromise fraud themselves. in farge
breaches with record {osses in the millions, it may be advantageous to act as
a wholesaler and self in bulk to intermediaries who will uitimately initiate the
fraudulent transactions. The *This little piggy went to market” section below
digs deeper into the black market for stolen data.

Methods available to monetize stolen payment card information {like the
Wonder Twins) can take many forms. We can, however, begin with a simplistic
breakout of possibie fraud mechanisms into two distinct and commonly used
categorizations, card-present and card not-present fraud.

Bueller, Bueller ... Buelier?

We will start with card not-present (CNP) fraud. Obviously, this fraud Profiting from stolen
is associated with purchases made either online or over the phone. At first .

thought, it seems like this would be a desirable fraud action to take. It can card not presetpt i
be done remotely with no need to physicaily travel to a store and show your (CNP_) tr?n§ac fona
face. But there is a catch, Namely, the lack of the 3 or 4 digit number on data is similar to old
the physicai cards, known as the Card Verification Vaiue (CVV2). The CVV2 school fencing of

code is a required field on the vast majority of ecommerce sites. in a blatant
demonstration of pure pigheaded obstinacy, the issuing banks do not ptace
the CVV2 code on the magnetic stripe of the card, thereby forcing criminals
to actually work for their money. Therefore, the necessary piece of
information to perpetrate CNP transactions is typically gathered

in attacks against legitimate CNP transactions, The two main

patterns associated with capturing CNP data are:

stolen goods.

Crimeware instalied on consumer devices with spyware or form
grabber functionalities to capture (client-side) the PAN+Expiration+
CVV2 combo which are needed in addition to billing information to
“prove” possession of the physical card.

Web App Attacks leading to compromise of the payment application and
subsequent code modification o collect and exfiltrate the same information.

Profiting from stolen CNP transactional data is similar o old school fencing of
stolen goods. Think of goodfelias handing out cartons of cigareties off the back
of a truck at a “discounted” price. CNP orders for goods or services are placed
online and then delivered through a network of intermediaries to obfuscate the
true recipient of the shipment. At the end of the shipping chain the goods are
delivered to warehouses where the goods are then sold through jocal websites.

Present and accounted for!

POS Intrusions and Payment Card Skimmers: Two great tastes that go great
together—21% of payment card breaches fali into these two patterns. Both
patterns feature specific assets that are targeted due to their role in processing
payment card information and both involve card-present transactional data,
And the data captured in a card-present transaction is highly likely to be reused
in card-present fraud. Some of you at this point are noticing a tack of Chip and
PIN mentions, and we wilj get to that in a bit, we promise.

Both of these attacks, if successful-and let's be real, they frequently
are~result in the compromise of magnetic stripe information and are detailed
more thoroughly in their respective sections. Let's focus on the stripes, shall
we? That bold black stripe on the back of your card holds some key pieces
of information: the PAN, expiration date and discretionary data (most

notably the CVV) that was designed to help establish "proof” that the
physical card is legitimate.
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The CVV protects against cloning the payment cards of the people that take
pictures of their debit cards and post them on Twitter, so | guess that's a win.*®
But since the common attacks are grabbing all the static magnetic stripe data,
the utility of CVV {not CVV2 which is used in CNP transactions} is lessened.
This is where the Europay, MasterCard and Visa (EMV) standard—via Chip

and PiIN—-comes into play, using a one-time security code to establish the
authenticity of the physical card instead of the static CVV.

ATM skimming operations aiso target the users’ PINs. Combining this key piece
of information with the mag stripe allows for quick cash-outs in areas where
Chip and PIN protection has not been fully impiemented such as in the USA,
South America and Asia.

To recap: CNP fraud most often leverages peeking in on legitimate CNP
transactions, Card-present fraud stems from stealing info from card-present
transactions. The CvV and CVV2 numbers help to prevent the cross-pollination
of fraud, but neither are a powerful force field against stealing payment info
and getting paid.

Banking data monetization

As consumers began to access financial information online, cybercriminals
targeted the theft of both lagin credentials and uitimately the money in the
accounts. Financial account login credentials can be used fo exfiltrate money
through transfers via online banking applications. Phishing and malware can
team up to capture account and routing numbers to commit ACH Fraud. The
Crimeware pattern makes another appearance in the form of banking Trojans
{e.g., Zeus, Dyre and Dridex} that bave evoived to efficiently target static and
thus reusable banking information. Privilege Misuse by banking employees is
another pattern that {eads to banking data {oss. Simply put, employees have
access to this data, and often use it for their own gain solely or in coltusion
with external criminal groups.

Personal information monetization

Personat data, aka Pii, is the other data type that is often associated with
financial fraud. The term “identity theft” is no longer an aiien concept to most
people and there are numerous ways for adversaries to use Pil. Opening up
new lines of credit and filing fake tax returns are common fraud methods.

Pll can also be used to craft better pretexts to be used in a variety of social
engineering attacks. Many disclosures of Pil fall into the Miscellaneous Error
pattern, as well as Insider and Privilege Misuse and Physical Theft and Loss.

This littie piggy went to market.

The most obvious type of stolen data that is monetized in high volumes is
that for payment cards. In a falt 2015 McAfee Labs publication, The Hidden
Data Economy®, the foliowing prices were identified as average selling
prices for stoten cards:

‘ PCH - ‘ ‘ k$5k~$é ‘ £20-$25 k$2‘3-$25 ‘ $25-$25 $25-$30
PHE 315 %28 ‘ $25 o $25 $80
PH o $15 $30 $30 $30 ‘ $35
Non-card Financial $30 $35 $40 - $40 ‘ §45

In cases of Privilege
Misuse, employees
have access to

data and use it for
their own gain or

in collusion with
criminals.

Tabie 4.

Estimated per vard prices, in USS,
for stolen payment card data {
Mastercard, Amex, Discoverl.
Source: MoAfee Labs
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The chalienge with such pricing is that there are muitiple variants that are only
touched on in the table above. Variants include such things as geography,
whether a PIN number is inciuded, the availabie balance, validity rates, what
additional data is provided and, of course, the selier.

g8 2015

$6% 201

It is difficult to establish marketpiace trend information over time because there
are so many purchase options available. Above is a best effort graph {Figure
47) showing the pricing changes for a “bare-bones” modet of a stolen US-based
payment card.

Like any market, the market for stolen payment cards is subject to supply and
demand. Large-haul payment card breaches were non-existent in the 2011
DBIR and we were concerned over the small record count {approximately 4
mitlion records, down from 144 million the prior year) in our 2011 DBIR data. We
confirmed the fack of known high record count breaches for that year. And the
market data above peints to a low supply, raising the cost, which supports that
finding. Following the retail mega-breaches in 2014, we saw that there was an
overabundance of cardholder data that influenced a drop of about 50% from
prices just three years earlier. As we fast forward into 2016, we continue to see
a steady yearly decline. With supply through the roof, sellers of stolen cards
began differentiating based on other criteria ta prop up prices. We discovered
that the criminals were selfing by geography (e.g. city) and by validity rate,
immediately following large breaches, Clearly, knowing the location where
cards can be used without suspicion and the likelihood that the cards are valid,
provide significant vaiue to buyers. Today buyers can specify certain countries
or card types for extra cost {we have seen an $8 upcharge for this). Costs are
significantly higher with additional cardholder information (P!} such as billing
address and social security number. Overall, however, the trend over the past
four years has been a general decline in the prices charged.

There is not much data to establish price trend information for stolen financial
account credentials. However, we have found some current pricing information.

For $250, a buyer can acquire access to an account {from a number of major
banks) with a balance of $5,000. There is a volume discount here, where $400
provides access to an account with $10,000. This reflects an account balance
of between x20-x25 the purchase price.

Figure 47,

Price per payment card record over
time {USD}). Source: intel Security

Sellers of stolen
cards began
differentiating,
basing their prices
on geography or
the validity rate

of the cards,
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PayPal accounts are also a common target for those who wish to steal financial
account iogin credentials. We have seen markets with even greater discounting,
where 60 bucks will get you $4,000 in PayPal credit {x67 the purchase price).

. The value of something is what someoae is willing to pay foriand if
i there sa demaﬂd for sommhmg there wi 1 always be someone will mg
L to supbly fin oroerio; obtaina pmﬁt The rules of the matket can
o be perfectivappl lied 10 the cybercrime marketplages. Trwough the’
- operstions coordinated through Europol we have seen how all kinds
of Hlegal goods are traded thr sughblack market digital sites, somsan
. thedarknet, tak\ng advantage of the anonymization possibilities given
soby the tech lear
. demand for stolen data and, therefore, there will always Be cnmmais
ready to supply and satisiy this dﬁmand especialiy it we takeinte
accaunt the dispropartion between ihe T -cmst-pmfst as data can be
: easi y s’m e an»:;f ‘cransmmed :

. K e whoie mtemet Sommiuni ty fmm oshzens i compames OF
govemmema sa t&:ge& e cynercrxmmms looking for piotectad ;
- data Frivate users arg victims ef phishi ngfspam campaigns aiming
atstealing opline bank 1 3 1ais or sensitive documents: Small;
meaium and. aige‘ ige! datais ons-of ihc most
: zmpm ‘tant assets nation on ats customers, their market strategy
or Industrial information) are cmws:amsy targeted through sop \rstma’teﬁ
technical attacks or basio social enginesring technigues As stated in
CEuropols }OGTA {interhet Organised Crime Threat Aoseasmem} 2015,
" the media commonly referred 1o 2014 as the “Year of the data breach!
U With record numbers of network attacks revorded, thisis @ cemstan’( -
‘mmd anc‘ ihe fuwre sceniar m deesn Tiook any better :

: ;The iaw enfﬂraemem aommu%y is cmstan&ty ieght ng agams‘f :

*allihe parties m\mi\ze iaw enfcmwmnn private sector, financial
; mstntmions, nteme‘( semmty mdus‘tryi we ws be iy posmmn to
i properiy &ac,kle th;s threat; g
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Appendix B: Contributing
organizations

Akamai Technologies ISCA Labs

Anti-Phishing Working Group (APWG} JPCERT/CC

Arbor Networks Juniper Networks

AsTech Consuiting Kaspersky Lab

Austratian Federal Police {AFP} Kenna

BeyondTrust LARES

Center for Internet Security Law and Forensics

CERT insider Threat Center Mishcon de Reya

CERT Polska/NASK MWR InfoSecurity

CERT-EU National Cybersecurity and Communications

Integration Center (NGCIC
Champtain Goflege’s Senator Patrick ntegration Center { }

Leahy Center for Digital investigation NetDiligence

Checkpaint Niddet

Chubb™ Palo Alto Networks

Cisco Security Services Poticia Metroplitana Ciudad de Buenos Aires, Argentina
Computer incident Response Genter Qualys

Luxembourg {CIRCL). Luxembourg Recorded Future

Courncil an CyberSecurity
CrowdStrike

Risk Anaiytics
S21sec

N Jaysi .
CyberSecurity Malaysia, an agency under the Ministry of SANS Securing the Human

Science, Technology and Innovation (MOSTH)

Cylance Splunk

Daytight Security Group SwissCom

Deloitte and Touche LLP Tenable

DFDR Forensics TRESsSPASS Project

EMC Tripwire

European Cybercrime Center (EC3) United Kingdom Gomputer Emergency Response Team {CERT-UK}
Fortinet US Secret Service

G-C Partners, LLC US Computer Emergency Readiness Team (US-CERT}

GRA Quantum Verizon Cyber tnteliigence Center

Guidance Software Verizon DoS Defense

Industriat Control Systems Cyber Emergency Verizon RISK Team

Response Team {iC5-CERT} Vestige, Ltd

tmperva WhiteHat Security

Intet Security Winston & Strawn LLP

Interset Wombat Security Technologies

irish Reporting and Information Security Service (JRISS-CERT)

32 The information contributed was derived from ACE Lid. Policies and Glalms
in existence prior to AGE Ltd.'s acquisition of The Chubb Cerporation,
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Appendix C: The Taupe Book

Prepared based on security incident data collected from all of our Qrganized criminal
contributors,fthis document pays homage to the Federal Reserve System activity inc d
Beige Book.* All statements are written in the parlance of this financial y rease

document and are made against a filtered set of data that only includes due to high levels
confirmed malicious data breaches. The Physical Theft and Loss as well as of botnet activities
Miscelianeous Errors patterns are not included. This is based on an incident and stable levels

date of 2015, not the year of DBIR publication, although we would expect

little-to-moderate fluctuation due to this method. of POS intrusions.

Threat Actor activity

External Actors reported a slight growth in percentage of breaches from last
year but not outside of historic norms. Internal Actors realized a simitar decline
in percentage and count from 2014. Collusion between internal and external
Actors is still sluggish since its above average 2012 mark. Diversification of data
and less breaches involving solicitation of banking workers has contributed to
its decline. Partner Actors have remained flat.

Qrganized criminal activity reports an overail increase benefiting from high
levels of reported botnet activities and stable levels of POS intrusions in 2015,
Shifts in data contributions were cited as a cause of a slight decline in state-
affiliated Actor prevalence iast year.

Activist group activity review showed that breach levels were down and noted a
continued moderate shift in focus from SQLi {o denial-of-service campaigns.

Threat action trends

Hacking and Malware activity was characterized as growing rapidily and was
similar o 2011 numbers. A botnet takedown contributed to this growth as well
as an upward trend in the social threat action category. Phishing had a stronger
association to known Crimeware breaches in 2015.

Physical actions cited the significant increase of non-law-enforcement
data contributors as the principle reason for their decline from 2013 levels.
Skimming operations have realized flat to slightly declining activity from 2014.

Conditions for use of stolen credentials and use of backdoor or C2 have
continued to show growth in 2015, A partnership of the two varieties in a
banking Trojan campaign was cited as a reason for increased activity. Brute
force activity continued to be subdued as stolen credentials continued o
establish growth in the POS intrusion market.
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The continued use of Web App Attacks has aliowed SQLi and RF1 to report
stable activity in 2015. Contacts indicated that spikes in Crimeware breaches
have resulted in significant gains in G2 and keylogging data maiware
functionalities. Data exports via malware also have a positive outlook.

RAM scrapers continue to show significant usage overall, but are showing
signs of decreasing activity. The victim popuiation in associated scaled remote
attacks on guessable POS credentiais is showing signs of overall decline.

Penetration into several incident classification patterns in 2015 is credited for The majority of
the growth of phishing in the breach dataset. Social threat actions are showing
stable growth. Pretexting activity has increased and was seen at a higher use of unapproved

percentage than solicitation/bribery—this is a significant change from 2014 and hardware in

was last seen in 2011. A positive growth in the use of pretexting in financiaily breaches invoive
motivated breaches was reported in 2015 contributing to the rise in activity. use of USB drives
This gain was offset by a sluggish performance by the Misuse variety of use

of unapproved hardware. Reports suggest that the majority of these breaches to steal _data and
invoive use of USB drives to steal data and are related to espionage motives. are motivated by
Financially motivated uses of hand-held skimmers have realized a slowdown espionage.

from 2014, which was stabje when compared to 2013.

Financial, information and Online Retail industries showed growth in their
representation in the report. Accommodation showed moderate activity slightly
up from 2014. Public, Retail {not online}, Healthcare and Professional Services’
presence softened in 2015. This is likely due to changes in the contributing
organizations and several breach sprees that influenced numerous 4A (see
Breach Trends section for definition) aspects in 2015,

No breaches have been attributed to vermin or any other environmental action,
remaining fiat.
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Appendix D: Attack graphs

The makmg of an attack graph
So maybe you're wondeting where ihe attark graph came from. It's one
of the many things you can do with VERIS

VERIS breaches have actions which Tead td atiributes. It's also possible
to see wheré an attribute leads to an action, By taking those indivitual
connections and counting them up, a graph-of paths across the attack
surface soon forms.

The graphisn't the attacks that happened, but the attacks that could
happen. That i§ exactly what we need to assess our attack surface.”

Graphs Attack! Film at 11

In the Breach Trends section, we compared information security defense to
being toid to defend a hill. Throughout the report you got an idea of what the
attack looks like. But what if you had a map of the entire fand, with the roads,
paths and intersections laid out for you. That'd be a tot easier right? You could
plan to defend not just the main paths, but the alternate paths the attackers

might take as well. If you did that, you'd be defending your entire attack surface.

That's what attack graphs do. They are road maps that allow you to defend
against your entire attack surface, not just paths you've seen. The attack
graph at right® is the entire attack surface of the 2016 DBIR datasetin a single
picture.® Try tracing all the paths from the start to the end.*® And this is a

very high-ievei look—imagine doing it at a more detailed level. Each action or
attribute can be broken down into the individua! varieties and vectors that exist
in VERIS.

Now, when you hear about some specific attack, that’s a singie path from start
to end and in many cases mitigations are ptanned specific to that single path,
Wouldn't it be nice if you didn’t have to apply mitigations to one path at a time
and could instead mitigate a bunch of paths alf at once? Yeah it would.

hy not try out the interactive version of the figure?

ing your finger at the DEIR is fun an
Give it 2 shot at ¥atp, £
35 Do you knew how fong it zoox 10 come up with that fiqure? Dort even get us started!
We tried like a milfion different things.
36 The lawyers wanted us to say not to actually trace afl the paths. There's so many you'li never finish and. in the
interim, your company will fire you. your wife {or busband) wilt ieave you, and your guile members viilt replace you.

Start

Physical

Social

tntegrity

Availabifity

Confidentiality

) atributes

Fraguency in incidents
Low High

Figure 48.
2018 DHIR attack graph.
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Analyzing your entire attack surface using attack graphs can do that., I'll spare
you the math,* but attack graphs can help you understand how to address the
most fikely attack path as well as muitiple paths, ali at once.

1 % No Mitigation

+ Integrity - Software instaliation

s5x Social - Phishing
= “"Malware - DoS
3
% .
2 ¢ Hacking - DoS
EH0X e
g
o

Mitigation siep

For the 2016 DBIR, Figure 49 shows the best areas of focus to address the
most likely paths. Unsurprisingly, at this high level, the best thing to do first is
prevent software installation. Software instaliation, which is the loss of integrity
when maiware is installed, is very prevalent in our incident corpus {but you
know this by now). We have also practically harangued you folks on phishing

so0 much that you are considering a pescetarian diet. Phishing, like denial of
service has widespread coverage in this year’s incident dataset.

| fought the law {of diminishing returns}.

After you mitigate the first few things, the effectiveness simply falls off. The
reality is there are a couple of highways the attackers like to use. Blocking
those siows them down and they absolutely should be an area of focus, but
once you get the attackers on the side roads, attempting to block all possible
paths {or roads} is a fool's game.

These paths, be it of the highway or side road variety, may vary based on
industry {e.g., Misuse is a likelier path for Healthcare than for Retail in our
data). Defining the roads most traveled by your likely adversary®® as well as the
ones that fead to the greatest impact to you is key. Eise you're trying to solve
everyone’s infoSec problems and that's way too much infoSecs for any one
person.

in the end, it's the math that does the work. If you'd rather not math that hard,
just try out our handy, dandy web app.*® Just choose your threat {an industry or
pattern), choose what you'd like to protect {confidentiality, integrity, availabiiity,
or everything}, and the type of analysis you want to do (ali potential attackers or
just the most iikely) and let it do the hard work for you.

in closing, if you are not addressing, 1o an appropriate level, your entire attack
surface, you may be adding jocks to a door while a window is left open,

ZORENtepREC.com/ 2p=B348
A8 You know, like fooking at the industry data in the Incident Classification Patterns section of this report,
39 DBIR-Atteck-Graphinfos.ec/

Figure 49.

Relative improvement per miligation

against the most fkely paths

There are a couple
of highways the
attackers like to
use. Blocking those
slows them down.
Attempting to block
all possible paths is
a fool’'s game.
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Appendix E: Methodology and
VERIS resources

Based on feedback, one of the things readers vaiue most about this report

is the level of rigor and integrity we employ when collecting, analyzing

and presenting data. Knowing our readership cares about such things and
consumes this information with a keen eye helps keep us honest. Detailing our
methods is an important part of that honesty.

Qur overall methodology remains intact and largely unchanged from previous
years. Al incidents included in this report were reviewed and converted

{if necessary) into the VERIS framework to create a common, anonymous
aggregate dataset. But the collection method and conversion techniques
differed between contributors.

& In geﬂerm three basm methods (expounded bied fxw} were us@d 1o
‘aocomplishithisy i

ko Dwect mcorﬁmg of gasd exkema forensm mvebt\gat OrS andreiateti
srinfelligence opdrations conducted by Verizan usmg VERIS:

2. Directrecording by conte xbutom tsing VERIS S
3 Converimg contubutor s existmg schema mca VE

All contributors received instructions to omit any information that might identify
organizations or individuals involved, since such details are not necessary to
create the DBIR.

Non-incident data

The 2016 DBIR includes sections that reguired the analysis of data that

did not fit into our usual categories of “incident” or “breach.” For each, we
aligned data elements to the VERIS framework {where appropriate) and
validated our assumptions and approaches with each of the respective
contributors throughout the analysis process. The analyses were performed
using reproducible research methodologies and multiple team members
validated ali results.

Completeness and complexity

Since each contributor records incident or breach data for different purposes,
not ail VERIS enumerations are present for each record. The fewer the
enumerations, the more difficult it is to use the records in any meaningful way
in analyses. We employed an automated selection algorithm that separated
out low-quality incidents where almost all enumerations were not measured

We performed
analysis using
reproducible
research
methodologies.
Multiple team
members validated
all resulits.
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from those that would support more informed analyses. The algorithm we used
assigned a score to each record based on two main criteria: "completeness”
{i.e., "was each core section~Actor, action, assets, attribute, victim, timeline,
discovery methed, and targeted—~filled out”) and “complexity” {i.e., “how well
was each section populated™). The result is more meaningful, descriptive and
actionabte findings. Any deviation from this strategy is documented where it
occurred in the report.

Another important point is that when Jooking at the findings, “unknown” is When looking at the
equivalent to “gnmeasured." Which is to say that if a rej:ord {or c?llecuon of findings, “unknown”
records) contains efements that have been marked as “unknown” {whether it . N

is something as basic as the number of records involved in the incident, or as is equivalent to
complex as what specific capabilities a piece of matware contained), it means “unmeasured” where
that we cannot make statements about that particular element as it stands we have too little

in the record. That said, it is important to realize when we have 10,000 cases
where the motive of an Actor was “unknown,” 500 cases where the motive is
"financial gain” and 100 cases where the motive is “fun,” readers shouid not
infer that those 10,000 cases are implying anything about the cases where
we have measurable values.

information.

A word on sampie bias

While we believe many of the findings presented in this report to be
appropriate, generalization, bias and methodological flaws undoubtedly exist.
Even though the combined records from alf our contributors more closely
reflect reality than any of them in isolation, it is still a sample. And aithough
we believe many of the findings presented in this report to be appropriate for
generalization {and our confidence in this grows as we gather more data and
compare it to that of others}, bias undoubtediy exists. Unfortunately, we cannot
measure exactly how much bias exists (i.e., in order to give a precise margin
of error). We have no way of knowing what proportion of all data breaches
are represented because we have no way of knowing the total number of data
breaches across all organizations in 2015. Many breaches go unreported
{though our sample does contain many of those). Many more are as yet
unknown by the victim {and thereby unknown to us).

VERIS resources
VERIS is free to use and we encourage people to integrate it into their
existing incident response reporting, or at least kick the tires.

VerisCommunity.net provides general information on the framework
with some exampies and enumeration listings.

GitHub.com/vz-risk/veris features the full schema as weil as access
to our database on publicly disclosed breaches, the VERIS Community
Database {VCDB}.

Splunkbase.Splunk.com/app/2708/ is a community-supported application
for Splunk that maps to the incident classification patterns.
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Appendix F: Year inreview

The year began with the Verizon Cyber Intelligence Center {(VCIC) tracking
incidents that wouid emerge as 2015's major risk trends. We were seeking
actionable intelligence from the mega-data breach at Sony Pictures
Entertainment (SPE) in November 2014. Online wire-transfer provider Xoom
was probably the year's first victim of a Business Email Compromise (BEC) to
the tune of $31 miilion. Palo Alto Networks reported Dridex banking Trojans
“began 2015 with a bang.” Chick-fil-A and OneStopParking were the victims

of payment card breaches which hit the headlines. Sadly, headlines on sites
{ike AOL and Huffington Post aiso ied to the year's first major malvertisement
campaign with an exploit kit {EK} attacking browsers with unpatched Adobe
Flash Player. Later in January, Adobe released a new version of Flash Player to
mitigate a zero-day vuinerability being exploited in three advertising networks,

On February 4, Blue Cross health insurance member-company Anthem
announced they were the victims of a data breach along with almost 80 million
people. And on February 27, ThreatConnect reported Chinese threat Actor
"Deep Panda” was probably Anthem’s attacker. invincea and iSight partners
each released intelligence on a Chinese cyber-espionage campaign that
occurred in November 2014, Dyre, Vawtrak and Carbanak joined the list of
active banking Trojans. Symantec and Microsoft announced the first major
malware takedown of 2015 after the seizure of the infrastructure for the Ramnit
botnet. With no arrests reported in the takedown, it came as no surprise Dr.
Web reported signs of a Ramnit comeback about a month fater.

In March, Premera, another Blue Cross member, announced a data breach
aftecting 11 million people. ThreatConnect’s inteitigence attributed the Premera
breach to Deep Panda. The Mandarin Hotel Group reported a payment card
data breach. POS vendor NEXTEP also reported a breach. March’s takedown
of the “Evoiution” deep web marketplace inciuded arrests and it stayed down.
A day after the Canadian Security Intelligence Service (CSIS) reported Vawirak
was targeting Canadian banks, AVG reported a Vawtrak campaign collecting
banking credentials globalty.

Early April brought reports that threat Actors in China had launched "Great
Cannon” DDoS attacks on GitHub, probably targeting censorship-evasion
projects, and Great Cannon also attacked anti-censorship organization
GreatFire. The Drudge Report was one of the sites serving up malvertisements
leading to an EK and the click-fraud Trojan Bedep. interpol, Microsoft and
several security companies collaborated on two takedown operations seizing
the infrastructure hosting the Simda and Beebone botnets. Pawn Storm

and CozyDuke cyber-espionage campaigns aligned with Russian national
security were the focus of several intelligence reports we coliected in April.
InterContinental Hotel Group, Saily Beauty and FireKeeper's Hotel and Casino
joined the list of payment card data breaches in May. Healthcare sector data
breaches proliferated with reports from Partners HealthCare, CareFirst Blue
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Cross and Blue Shield, MetroHealith and Beltvue Hospital. We coltected
reports of cyber-espionage attacks on the German Partiament, the Bundestag
and Penn State University but details were scarce and actionable intelligence
was absent altogether. The banrking Trojans leading reports in May were
Vawtrak, Dyre and Tinba.

Health insurance breaches were bumped off the top of the headiines for
mega-breaches in June when the US Office of Personnel Management (OPM)
reported another breach. OPM had been breached in March 2014 according
to a New York Times report. The initial tally for the 2015 OPM breach was 4
mitlion persons, but eventually grew to 21 miilion. ThreatConnect was able to
connect the OPM breach to Anthem, Fortune magazine published a four-part
investigative report on the SPE breach. Wired and Der Spiegel pubiished
reports on the cyber-espionage attacks on the Bundestag initially reported

in May. Cisco reported three security products had a common default Secure
Socket Sheli {SSH) key for remote support.

July ushered in a bonanza of data breach reports inciuding Harvard University,
a second breach at Penn State University, Trump Hotels and UCLA. Two other
breaches wouid echo for several weeks. Social network/online dating site
Ashley Madison suffered a data breach and almost 100 GB of stolen data was
exposed. {taflan security and surveitance company Hacking Team was also
breached and 400 GB of data was exposed. Events would unfold and reveal
several previously unknown vuinerabilities in Hacking Team’s stolen data.

The breach bonanza continued in August with reports from American Airlines,
the US Department of Defense, the US Department of Health and Human
Services and the US Internal Revenue Service. The data hreach at Carphone
Warehouse was the first report the VCIC collected of a compound attack when
the victim is targeted with a DDoS attack to occupy and distract defenders
while a data breach attack is launched. Wireless networking company Ubiguity
reported it was the victim of a $47 mitlion BEC, AOL and the Huffington Post
were serving up malvertising again. Another malvertising campaign struck MSN,
Telstra and dating site PientyofFish.com.

New inteligence on the Chinese cyber-espionage Actor Biue Termite emerged
in September in multiple reports of attacks on Japanese companies. Proofpoint
contributed a report on a different Chinese cyber-espionage operation
targeting Russian military and telecoms. Yet another Blue Cross and Biue
Shield member reported a data breach when Excelius announced a breach

that began in December 2013 compromising the Pt and personal financial
information {PFi} of 10 million people.

Data breach reports resumed in October when Experion reported their
system with personal information for 15 miliion T-Mobile customers had been
breached. UK wireless provider TalkTalk and four million of its customers made
up another breach reported in October. The Daity Mail exposed as many as

15 million visitors to malvertisements. Trend Micro connected Pawn Storm to
multiple attacks using Adobe Flash and Java vuinerabilities first discovered

in the Hacking Team data cache. Another major botnet takedown took place
with seizure of the Dridex banking Trojan's infrastructure and arrests of Andrey
Ghinkui, Dridex’s author.

in early November the VCIC began collecting intelligence that Dridex

was recovering and resuming operations. Extortion DDoS threat Actor *The
Armada” appeared on the scene attacking several emait service providers.
indictments for the criminals responsible for 2014's breach of JP Morgan
Chase were made public revealing the bank attacks were part of a stack
fraud scheme. Australian grocery retailer Farmer's Direct reported the
breach of the account registration information of more than 5,000
customers, but their payment information was not compromised.
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it seems every year ends with the InfoSec community fixated on the mast-
recent mega-breach, in December, it seemed that it would be the breach at
the Australian Bureau of Meteorclogy (BOM). Leaks from the investigation
attributed it to Chinese threat Actors. Virtually no details accompanied

any reports or leaks from the BOM breach. Malvertisements struck The
Independent, The Guardian and The Daily Motion. Juniper reported the
discovery of backdoor vuinerabilities in ScreenOS. As the month and year
were winding up, news broke of power outages that occurred on December
23 in Ukraine. BlackEnergy maiware was found on systems in Ukrainian power
companies. [t was this breach that the VGIC and many of our colleagues in
infoSec were focused on at the end of the year.
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DEPARTMENT OF THE TREASURY
INTERMAL REVENUE SERVICE
WASHINGTON, D.C. 20224

COMMISSIONER

May 16, 2016

The Honorable Jason Chaffetz
The Honorable Elijah Cummings
Committee on Oversight

and Government Reform
U.S. House of Representatives
Washington, DC 20515

Dear Chairman Chaffetz and Ranking Member Cummings:

Thank you for your letter of May 11, 20186, in which you request the testimony of Chief
Technology Officer Terence Milholland at a hearing scheduled for Wednesday, May 25,
2016, at 9:00 a.m. This hearing is titied “Federal Agencies’ Reliance on Outdated and
Unsupported Information Technology: A Ticking Time Bomb.”

- Mr. Mitholland is responsible for operating all of the IRS’s information technology (IT)
systems, including keeping legacy systems operational as well as new development of
modernized systems to move us toward our future state. Also, he is currently involved in
ensuring our Get Transcript application is operationat using new authentication
methods. Spending time preparing for a hearing would take Mr. Milhoiland away from
his important role in leading IT development and operations and would be disruptive to
the IRS. In addition, as you know, the issues raised at hearings often go beyond the
subject matter of the hearing. Our experience is that only the Commissioner can answer
the full complement of questions on the multiple issues that are raised. For these
reasons, | am the best witness for this hearing. | would be pleased to testify instead of
Mr. Milholiand and am available the afternoon of May 25™. If, however, we are unable to
reschedule the hearing for then, | hope we can find another mutually agreeabie time for
the Committee to conduct their important inquiry into these matters.

| hope this information is helpful. If you have additional questions, please contact me, or
a member of your staff may call Leonard Oursler, Director, Legislative Affairs, at
(202) 317-6985.
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John A, Koskinen
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