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and domestic. We cannot wait as more 
devices are connected to government 
networks that could potentially be-
come part of a botnet or an entryway 
for hackers. 

I want to thank everyone: experts, 
industry leaders, civil society leaders, 
and my colleagues who made com-
ments and helped us craft a bill that is 
bipartisan and solves a real problem. 

Finally, I have been proud to have 
worked with my friend and colleague 
WILL HURD on this legislation. He has 
always been there when I needed a 
partner on IT legislation, and he has 
taught me a lot about technology. His 
absence from this Chamber will be 
sorely missed. 

I also want to thank Senators WAR-
REN and GARDNER for working with me 
on this legislation. 

This is a strong bill that I believe can 
pass both Chambers and be signed into 
law. I hope my colleagues will join me 
in supporting this important bipartisan 
piece of legislation. 

Mr. KELLER. Mr. Speaker, I yield 3 
minutes to the gentleman from Texas 
(Mr. HURD). 

Mr. HURD of Texas. Mr. Speaker, I 
rise today in support of securing the 
Internet of Things through the IoT Cy-
bersecurity Improvement Act of 2020. 

Every second of the day, more de-
vices are connecting to the internet, 
and the amount of data we put online 
through these devices grows. The Inter-
net of Things is the world in which all 
these devices and information live. The 
Internet of Things is the world where 
devices work together to make our 
lives easier. The Internet of Things is a 
world where we are always connected. 

IoT devices are improving our soci-
ety. IoT devices are improving our 
economy. IoT devices are improving 
healthcare systems, shopping experi-
ences, and just about every other as-
pect of our lives. The Internet of 
Things is showing just how innovative 
humans can be. 

But, like most innovations, IoT has 
the potential to be misused and abused 
by bad actors. 

The Director of the Defense Intel-
ligence Agency has called IoT devices 
one of ‘‘the most important emerging 
cyber threats to our national secu-
rity.’’ 

If our security practices for using the 
Internet of Things does not evolve as 
our use of it grows, then we will find 
out how innovative criminals, hackers, 
and hostile foreign governments can 
be. 

Securing the Internet of Things is 
something Congress can actually ad-
dress, and we are doing just that with 
the IoT Cybersecurity Improvement 
Act. The bill reduces the risks associ-
ated with introducing new devices into 
the Federal Government’s digital infra-
structure. We achieve this goal by es-
tablishing minimum security require-
ments for the supply chain that is used 
to purchase devices that will be used 
on government systems. 

The IoT Cybersecurity Improvement 
Act will ensure that taxpayer dollars 

are only being used to purchase IoT de-
vices that meet basic minimum secu-
rity requirements. We are taking sim-
ple steps to secure our supply chain 
and protect Americans’ personal data 
and information. 

We can take advantage of technology 
before it takes advantage of us, and 
one way we accomplish this feat is by 
passing this piece of legislation that 
will mitigate vulnerabilities that IoT 
devices might introduce into Federal 
networks. 

What we are about to do today 
wouldn’t have been possible without 
my friend and partner from the great 
State of Illinois, Representative ROBIN 
KELLY. We have had a lot of fun to-
gether and passed a lot of legislation 
together. 

I want to also thank the Committee 
on Oversight and Reform staff for help-
ing to perfect this legislation. If it 
weren’t for you all, we couldn’t have 
gotten to this point. 

I hope all of our colleagues join us in 
supporting this legislation. 

Mrs. CAROLYN B. MALONEY of New 
York. Mr. Speaker, if the gentleman 
has no further speakers, I am prepared 
to close. I reserve the balance of my 
time. 

Mr. KELLER. Mr. Speaker, I yield 
myself such time as I may consume. 

We often talk about the need for gov-
ernment to be a responsible steward of 
taxpayer dollars. This responsibility of 
stewardship extends to safeguarding 
the public’s data and government sys-
tems. 

With H.R. 1668, we can take positive 
steps to secure the devices that con-
nect to and interact with our valuable 
Federal Government networks. These 
same networks enable critical govern-
ment missions and protect America’s 
valuable information. 

I urge my colleagues to support this 
bill, and I yield back the balance of my 
time. 

Mrs. CAROLYN B. MALONEY of New 
York. Mr. Speaker, I urge passage of 
H.R. 1668, as amended, and I yield back 
the balance of my time. 

The SPEAKER pro tempore. The 
question is on the motion offered by 
the gentlewoman from New York (Mrs. 
CAROLYN B. MALONEY) that the House 
suspend the rules and pass the bill, 
H.R. 1668, as amended. 

The question was taken; and (two- 
thirds being in the affirmative) the 
rules were suspended and the bill, as 
amended, was passed. 

The title of the bill was amended so 
as to read: ‘‘A bill to establish min-
imum security standards for Internet 
of Things devices owned or controlled 
by the Federal Government, and for 
other purposes.’’. 

A motion to reconsider was laid on 
the table. 

f 

AI IN GOVERNMENT ACT OF 2020 

Mrs. CAROLYN B. MALONEY of New 
York. Mr. Speaker, I move to suspend 
the rules and pass the bill (H.R. 2575) to 

authorize an AI Center of Excellence 
within the General Services Adminis-
tration, and for other purposes, as 
amended. 

The Clerk read the title of the bill. 
The text of the bill is as follows: 

H.R. 2575 

Be it enacted by the Senate and House of Rep-
resentatives of the United States of America in 
Congress assembled, 
SECTION 1. SHORT TITLE. 

This Act may be cited as the ‘‘AI in Gov-
ernment Act of 2020’’. 
SEC. 2. DEFINITIONS. 

In this Act— 
(1) the term ‘‘Administrator’’ means the 

Administrator of General Services; 
(2) the term ‘‘agency’’ has the meaning 

given the term in section 3502 of title 44, 
United States Code; 

(3) the term ‘‘AI CoE’’ means the AI Center 
of Excellence described in section 3; 

(4) the term ‘‘artificial intelligence’’ has 
the meaning given the term in section 238(g) 
of the John S. McCain National Defense Au-
thorization Act for Fiscal Year 2019 (10 
U.S.C. 2358 note); 

(5) the term ‘‘Director’’ means the Director 
of the Office of Management and Budget; 

(6) the term ‘‘institution of higher edu-
cation’’ has the meaning given the term in 
section 101 of the Higher Education Act of 
1965 (20 U.S.C. 1001); and 

(7) the term ‘‘nonprofit organization’’ 
means an organization described in section 
501(c)(3)of the Internal Revenue Code of 1986 
and exempt from taxation under section 
501(a) of that Code. 
SEC. 3. AI CENTER OF EXCELLENCE. 

(a) IN GENERAL.—There is created within 
the General Services Administration a pro-
gram to be known as the ‘‘AI Center of Ex-
cellence’’, which shall— 

(1) facilitate the adoption of artificial in-
telligence technologies in the Federal Gov-
ernment; 

(2) improve cohesion and competency in 
the adoption and use of artificial intel-
ligence within the Federal Government; and 

(3) carry out paragraphs (1) and (2) for the 
purposes of benefitting the public and en-
hancing the productivity and efficiency of 
Federal Government operations. 

(b) DUTIES.—The duties of the AI CoE shall 
include— 

(1) regularly convening individuals from 
agencies, industry, Federal laboratories, 
nonprofit organizations, institutions of high-
er education, and other entities to discuss 
recent developments in artificial intel-
ligence, including the dissemination of infor-
mation regarding programs, pilots, and other 
initiatives at agencies, as well as recent 
trends and relevant information on the un-
derstanding, adoption, and use of artificial 
intelligence; 

(2) collecting, aggregating, and publishing 
on a publicly available website information 
regarding programs, pilots, and other initia-
tives led by other agencies and any other in-
formation determined appropriate by the Ad-
ministrator; 

(3) advising the Administrator, the Direc-
tor, and agencies on the acquisition and use 
of artificial intelligence through technical 
insight and expertise, as needed; 

(4) assist agencies in applying Federal poli-
cies regarding the management and use of 
data in applications of artificial intelligence; 

(5) consulting with agencies, including the 
Department of Defense, the Department of 
Commerce, the Department of Energy, the 
Department of Homeland Security, the Of-
fice of Management and Budget, the Office of 
the Director of National Intelligence, and 
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the National Science Foundation, that oper-
ate programs, create standards and guide-
lines, or otherwise fund internal projects or 
coordinate between the public and private 
sectors relating to artificial intelligence; 

(6) advising the Director on developing pol-
icy related to the use of artificial intel-
ligence by agencies; and 

(7) advising the Director of the Office of 
Science and Technology Policy on devel-
oping policy related to research and national 
investment in artificial intelligence. 

(c) STAFF.— 
(1) IN GENERAL.—The Administrator shall 

provide necessary staff, resources, and ad-
ministrative support for the AI CoE. 

(2) SHARED STAFF.—To the maximum ex-
tent practicable, the Administrator shall 
meet the requirements described under para-
graph (1) by using staff of the General Serv-
ices Administration, including those from 
other agency centers of excellence, and 
detailees, on a reimbursable or nonreimburs-
able basis, from other agencies. 

(3) FELLOWS.—The Administrator may, to 
the maximum extent practicable, appoint 
fellows to participate in the AI CoE from 
nonprofit organizations, think tanks, insti-
tutions of higher education, and industry. 

(d) SUNSET.—This section shall cease to be 
effective on the date that is 5 years after the 
date of enactment of this Act. 
SEC. 4. GUIDANCE FOR AGENCY USE OF ARTIFI-

CIAL INTELLIGENCE. 
(a) GUIDANCE.—Not later than 270 days 

after the date of enactment of this Act, the 
Director, in coordination with the Director 
of the Office of Science and Technology Pol-
icy in consultation with the Administrator 
and any other relevant agencies and key 
stakeholders as determined by the Director, 
shall issue a memorandum to the head of 
each agency that shall— 

(1) inform the development of policies re-
garding Federal acquisition and use by agen-
cies regarding technologies that are empow-
ered or enabled by artificial intelligence, in-
cluding an identification of the responsibil-
ities of agency officials managing the use of 
such technology; 

(2) recommend approaches to remove bar-
riers for use by agencies of artificial intel-
ligence technologies in order to promote the 
innovative application of those technologies 
while protecting civil liberties, civil rights, 
and economic and national security; 

(3) identify best practices for identifying, 
assessing, and mitigating any discriminatory 
impact or bias on the basis of any classifica-
tion protected under Federal nondiscrimina-
tion laws, or any unintended consequence of 
the use of artificial intelligence, including 
policies to identify data used to train artifi-
cial intelligence algorithms as well as the 
data analyzed by artificial intelligence used 
by the agencies; and 

(4) provide a template of the required con-
tents of the agency plans described in sub-
section (c). 

(b) PUBLIC COMMENT.—To help ensure pub-
lic trust in the applications of artificial in-
telligence technologies, the Director shall 
issue a draft version of the memorandum re-
quired under subsection (a) for public com-
ment not later than 180 days after date of en-
actment of this Act. 

(c) PLANS.—Not later than 180 days after 
the date on which the Director issues the 
memorandum required under subsection (a) 
or an update to the memorandum required 
under subsection (d), the head of each agency 
shall submit to the Director and post on a 
publicly available page on the website of the 
agency— 

(1) a plan to achieve consistency with the 
memorandum; or 

(2) a written determination that the agen-
cy does not use and does not anticipate using 
artificial intelligence. 

(d) UPDATES.—Not later than 2 years after 
the date on which the Director issues the 
memorandum required under subsection (a), 
and every 2 years thereafter for 10 years, the 
Director shall issue updates to the memo-
randum. 
SEC. 5. UPDATE OF OCCUPATIONAL SERIES FOR 

ARTIFICIAL INTELLIGENCE. 
(a) IN GENERAL.—Not later than 18 months 

after the date of enactment of this Act, and 
in accordance with chapter 51 of title 5, 
United States Code, the Director of the Of-
fice of Personnel Management shall— 

(1) identify key skills and competencies 
needed for positions related to artificial in-
telligence; 

(2) establish an occupational series, or up-
date and improve an existing occupational 
job series, to include positions the primary 
duties of which relate to artificial intel-
ligence; 

(3) to the extent appropriate, establish an 
estimate of the number of Federal employees 
in positions related to artificial intelligence, 
by each agency; and 

(4) using the estimate established in para-
graph (3), prepare a 2-year and 5-year fore-
cast of the number of Federal employees in 
positions related to artificial intelligence 
that each agency will need to employ. 

(b) PLAN.—Not later than 120 days after the 
date of enactment of this Act, the Director 
of the Office of Personnel Management shall 
submit to the Committee on Homeland Secu-
rity and Governmental Affairs of the Senate 
and the Committee on Oversight and Reform 
of the House of Representatives a com-
prehensive plan with a timeline to complete 
requirements described in subsection (a). 

The SPEAKER pro tempore. Pursu-
ant to the rule, the gentlewoman from 
New York (Mrs. CAROLYN B. MALONEY) 
and the gentleman from Texas (Mr. 
CLOUD) each will control 20 minutes. 

The Chair recognizes the gentle-
woman from New York. 

GENERAL LEAVE 
Mrs. CAROLYN B. MALONEY of New 

York. Mr. Speaker, I ask unanimous 
consent that all Members have 5 legis-
lative days in which to revise and ex-
tend their remarks and include extra-
neous material on the measure before 
us. 

The SPEAKER pro tempore. Is there 
objection to the request of the gentle-
woman from New York? 

There was no objection. 
Mrs. CAROLYN B. MALONEY of New 

York. Mr. Speaker, I yield myself such 
time as I may consume. 

I thank Representative MCNERNEY 
and former Ranking Member Meadows 
for introducing the Artificial Intel-
ligence in Government Act. 

As the Federal Government faces his-
toric challenges and resource con-
straints due to the coronavirus pan-
demic, artificial intelligence can pro-
vide innovative solutions to help agen-
cies fulfill their missions and is critical 
to broader IT modernization efforts. 

H.R. 2575 would codify the Artificial 
Intelligence Center of Excellence at 
the General Services Administration, 
advancing the acquisition and imple-
mentation of AI technologies through-
out the Federal Government by pro-
viding expertise, best practices, and 
support. 

The bill would improve cohesion and 
competency around Federal use and 

adoption of AI by requiring agencies 
that use or plan to use such tech-
nologies to submit a memorandum to 
the Director of OMB demonstrating 
compliance with relevant guidelines. It 
also would require the Office of Per-
sonnel Management to evaluate AI 
skills needed in the Federal workforce 
and to provide an up-to-date occupa-
tional series for these skills. 

If we are to maintain our leadership 
and competitive edge globally, Amer-
ica must prioritize these mission-crit-
ical capabilities and their strategic im-
plementation across Federal agencies. 

We also must ensure that AI is de-
ployed with an unwavering commit-
ment to cybersecurity, data security 
and integrity, ethics, privacy, and the 
protection of the constitutional rights 
of our citizens. 

Mr. Speaker, I support this bill, and 
I reserve the balance of my time. 

Mr. CLOUD. Mr. Speaker, I yield my-
self such time as I may consume. 

Mr. Speaker, I rise in support of H.R. 
2575, the AI in Government Act. 

Artificial intelligence, or AI, has the 
potential to improve our Federal 
workforce’s productivity and to solve 
complex government challenges. 

By responsibly increasing the utiliza-
tion of AI in the Federal Government, 
we can streamline burdensome admin-
istrative tasks and better allocate fi-
nite resources. AI can potentially save 
the Federal Government billions of dol-
lars and countless man-hours. 

Artificial intelligence tools can also 
free Federal workers from mundane 
tasks, giving them time for more chal-
lenging work. In fact, a Deloitte report 
from 2017 estimated that the Federal 
Government could potentially save 1.2 
billion employee labor-hours by auto-
mating certain tasks. That could po-
tentially save the Federal Government 
up to $41 billion, annually. 

AI can also improve Federal policy 
decisions by presenting new insights 
and improving the quality of informa-
tion available to decisionmakers. 

AI represents a force multiplier bene-
fiting the American people in an era of 
soaring Federal deficits and increasing 
complexity of various Federal agency 
missions and programs. The taxpayers 
should especially benefit from a smart-
er, more effective government. 

The good news is that the govern-
ment agencies are well on their way to 
realizing the benefits of artificial intel-
ligence technology solutions. A 2018 
survey by IBM found that nearly half 
of the responding Federal agencies al-
ready incorporated AI solutions. 

The Trump administration has al-
ready made advancement of AI a na-
tional priority. In February of 2019, 
President Trump issued the executive 
order on ‘‘Maintaining American Lead-
ership in Artificial Intelligence.’’ 

The executive order promotes na-
tional research and development ef-
forts, workforce training, and tech-
nology standards. However, it did not 
go as far as to establish the necessary 
accountability or governing policies 
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for Federal agencies using AI tools. 
But the AI in Government Act does, be-
cause, along with the potential of AI, 
there are attending concerns and con-
siderations regarding its ethical use 
which must be taken into account to 
maintain the trust and confidence of 
the American people. 

H.R. 2575 ensures proper oversight 
over the government’s increasing use 
of AI. The bill requires the Office of 
Management and Budget and the Office 
of Science and Technology Policy to 
issue a memorandum to agencies to in-
form the development of agency AI pol-
icy plans. These agency plans will pro-
vide greater insight into agency AI ac-
tivities and will ensure public account-
ability over how Federal agencies in-
corporate AI tools into their mission 
delivery and decisionmaking. 

Mr. Speaker, we must tap into the 
benefits AI has to offer, and, with this 
bill, we can do it with proper oversight 
and accountability. I urge my col-
leagues to support the bill, and I re-
serve the balance of my time. 

Mrs. CAROLYN B. MALONEY of New 
York. Mr. Speaker, I yield such time as 
he may consume to the gentleman 
from California (Mr. MCNERNEY). 

Mr. MCNERNEY. Mr. Speaker, I 
thank the ranking member and chair-
woman of the committee for their sup-
port of this bill, and all members of the 
committee. 

The work of the Federal Government 
impacts every single American. Artifi-
cial intelligence presents many oppor-
tunities for the Federal Government to 
be better able to serve all Americans. 

There are also certain risks that AI 
presents. As Federal agencies adopt AI 
technology, it is critical that they are 
equipped with the expertise and tools 
they need to succeed and that they ad-
dress the potential risks of adopting 
this technology. That is why this legis-
lation is critical. It will help Federal 
agencies scale AI adoption in a smart 
and responsible way. 

First, this legislation will create a 
Center of Excellence within the Gen-
eral Services Administration. The Cen-
ter of Excellence will provide a pool of 
AI experts within the Federal Govern-
ment that can help agencies adopt AI 
and will also help better coordinate AI 
adoption across the Federal Govern-
ment. 

Second, this legislation will require 
agencies to develop governance plans 
to guide their AI adoption and use. 
These governance plans must address 
privacy and civil liberties consider-
ations. The goal of these governance 
plans is to ensure agencies adopt and 
use AI in a responsible way. 

Third, this legislation will make it 
easier for the Federal Government to 
attract AI talent by establishing a new 
occupational series for AI experts. 

As co-chair of the Congressional AI 
Caucus, I have heard about the dif-
ferent ways in which the Federal agen-
cies are adopting and looking to adopt 
AI to improve their operations and to 
be able to more effectively serve Amer-

icans. Some of these include the Food 
and Drug Administration, the Depart-
ment of Energy, the Department of De-
fense, the USDA, the Veterans Affairs 
Administration, the Department of 
Labor, and the Environmental Protec-
tion Agency. The AI in Government 
Act will enable these Federal agencies 
and others to scale AI adoption, while 
reducing and addressing the potential 
risks of using AI. 

I again want to thank Chairwoman 
MALONEY and the Oversight Committee 
staff for working with me and my staff 
on this important bill. 

I also want to thank Senators 
PORTMAN, HARRIS, and GARDNER for 
their leadership on this bill in the Sen-
ate. 

I urge my colleagues to vote ‘‘yes’’ 
on this legislation. 

b 1530 

Mr. CLOUD. Mr. Speaker, artificial 
intelligence is leading to break-
throughs in productivity in industries 
across the Nation such as science, 
transportation, healthcare, and edu-
cation. The American people deserve a 
government that takes full advantage 
of modern technology in a responsible 
manner. 

H.R. 2575 will help assure the proper 
governance and oversight over the Fed-
eral Government’s use of a rapidly ad-
vancing and promising technology 
area. 

Mr. Speaker, I urge my colleagues to 
support this bill, and I yield back the 
balance of my time. 

Mrs. CAROLYN B. MALONEY of New 
York. Mr. Speaker, I urge passage of 
H.R. 2575, as amended, and I yield back 
the balance of my time. 

The SPEAKER pro tempore. The 
question is on the motion offered by 
the gentlewoman from New York (Mrs. 
CAROLYN B. MALONEY) that the House 
suspend the rules and pass the bill, 
H.R. 2575, as amended. 

The question was taken; and (two- 
thirds being in the affirmative) the 
rules were suspended and the bill, as 
amended, was passed. 

A motion to reconsider was laid on 
the table. 

f 

DEPUTY SANDEEP SINGH 
DHALIWAL POST OFFICE BUILDING 

Mrs. CAROLYN B. MALONEY of New 
York. Mr. Speaker, I move to suspend 
the rules and pass the bill (H.R. 5317) to 
designate the facility of the United 
States Postal Service located at 315 
Addicks Howell Road in Houston, 
Texas, as the ‘‘Deputy Sandeep Singh 
Dhaliwal Post Office Building’’. 

The Clerk read the title of the bill. 
The text of the bill is as follows: 

H.R. 5317 

Be it enacted by the Senate and House of Rep-
resentatives of the United States of America in 
Congress assembled, 
SECTION 1. DEPUTY SANDEEP SINGH DHALIWAL 

POST OFFICE BUILDING. 
(a) DESIGNATION.—The facility of the 

United States Postal Service located at 315 

Addicks Howell Road in Houston, Texas, 
shall be known and designated as the ‘‘Dep-
uty Sandeep Singh Dhaliwal Post Office 
Building’’. 

(b) REFERENCES.—Any reference in a law, 
map, regulation, document, paper, or other 
record of the United States to the facility re-
ferred to in subsection (a) shall be deemed to 
be a reference to the ‘‘Deputy Sandeep Singh 
Dhaliwal Post Office Building’’. 

The SPEAKER pro tempore. Pursu-
ant to the rule, the gentlewoman from 
New York (Mrs. CAROLYN B. MALONEY) 
and the gentleman from Texas (Mr. 
CLOUD) each will control 20 minutes. 

The Chair recognizes the gentle-
woman from New York. 

GENERAL LEAVE 
Mrs. CAROLYN B. MALONEY of New 

York. Mr. Speaker, I ask unanimous 
consent that all Members may have 5 
legislative days in which to revise and 
extend their remarks and include ex-
traneous material on this measure. 

The SPEAKER pro tempore. Is there 
objection to the request of the gentle-
woman from New York? 

There was no objection. 
Mrs. CAROLYN B. MALONEY of New 

York. Mr. Speaker, I yield myself such 
time as I may consume. 

Mr. Speaker, I am pleased to join my 
colleagues in consideration of H.R. 
5317, to designate the facility of the 
United States Postal Service located at 
315 Addicks Howell Road in Houston, 
Texas, as the Deputy Sandeep Singh 
Dhaliwal Post Office Building. 

Sandeep Singh Dhaliwal was born in 
Punjab, India, before his parents de-
cided to emigrate to Houston, Texas. 

Before joining the Harris County 
Sheriff’s Office, Deputy Dhaliwal 
owned a successful trucking business. 

It was his sense of duty and a desire 
to build a bridge between the depart-
ment and the Houston area Sikh com-
munity that compelled him to join the 
Sheriff’s office. 

He joined the force as a detention of-
ficer in 2009 and was later deputized 
and graduated to the rank of patrol 
deputy. He was assigned to northwest 
Harris County where he would stay for 
the rest of his career. 

Deputy Dhaliwal was the first ob-
servant Sikh to serve in the Harris 
County Sheriff’s Office and was one of 
the first observant Sikhs in Texas to 
receive an accommodation to observe 
his religion while serving as a police 
officer. 

He served with distinction and was a 
shining example of the important con-
tributions that religious minorities 
make to our country. 

Deputy Dhaliwal also spent countless 
hours volunteering for Sikh commu-
nities across the Nation. 

Tragically, he was shot and killed 
while conducting a routine traffic stop. 
He was only 42 years old and is sur-
vived by his wife and three children. 

Naming a post office in his honor is a 
fitting tribute to a man who served 
selflessly, made the ultimate sacrifice 
for his community, and left this coun-
try a better place. 

I would like to thank the honorable 
Member from Texas, Representative 
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